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Status of This Meno
This meno provides information for the Internet conmmunity. |t does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.
Abstract
Thi s docunent provides recommendations for jittering (randomy
nodi fying timng) of control traffic transm ssions in Mbile Ad hoc
NETwor k ( MANET) routing protocols to reduce the probability of

transm ssion collisions.

Tabl e of Contents

L. INtroduCti ON .. 2
2. Term NOl OQY . .ot 3
3. Applicability Statement . ..... ... ... 4
4. Protocol Overview and Functioning ............ ... ... 4
LS TR 1 N S = 5
5.1. Periodic Message Generation ......... .. ... 5
5.2. Externally Triggered Message Generation .................... 6
5.3. Message Forwardi NQ . ... ...t 7
5.4, MaximumJitter Determination .......... ... ... i, 8
6. Security Considerati ONS ... .. ... .. 9
7. ReferenCes ... . 10
7.1. Normative References ........... .. .. i, 10
7.2. Informative References ......... ... . . . . .. 10
Appendi X A. ACKnNOW edgement s . ... ... ... 11

Cl ausen, et al. | nf or mat i onal [ Page 1]



RFC 5148 Jitter February 2008

1. Introduction

In a wireless network, sinultaneous packet transm ssion by nearby
nodes is often undesirable. This is because any resulting collision
bet ween t hese packets may cause a receiving node to fail to receive
sone or all of these packets. This is a physical problem which
occurs before packets can be inserted into the receiver queue.
Dependi ng on the characteristics of the nmediumaccess control and

ot her | ower |ayer mechanisnms, in particular whether retransm ssion of
unacknow edged packets is supported, this nay cause at best increased
del ay, and at worst conplete packet loss. |In sone instances, these
probl ems can be solved in these |lower |ayers, but in other instances,
some hel p at the network and higher |ayers is necessary.

Thi s docunent considers the case when that help is required, and
provi des recomendations for using jitter (randomy varying timng)
to provide it. It is possible that the techni ques described here
could be inplenented either by IP protocols designed for wreless
networks or in conjunction with | ower-layer mechanisns.

The probl ens of sinultaneous packet transnissions are anplified if
any of the followi ng features are present in a protocol:

Regul arly schedul ed nessages - |If two nodes generate packets
contai ning regularly schedul ed nessages of the sanme type at the
same tine, and if, as is typical, they are using the same nessage
interval, all further transm ssions of these nessages will thus
al so be at the sanme tinme. Note that the follow ng nmechani sns may
nmake this a likely occurrence.

Event-triggered nessages - |f nodes respond to changes in their
circunstances, in particular changes in their neighborhood, with
an i medi at e nessage generation and transm ssion, then two nearby
nodes that respond to the same change will transmit nessages
si mul t aneousl y.

Schedul e reset - Wen a node sends an event-triggered nmessage of a
type that is usually regularly schedul ed, then there is no
apparent reason why it should not restart its correspondi ng
nmessage schedule. This may result in nodes responding to the sane
change al so sending future nessages sinultaneously.

Forwarding - If nodes forward nessages they receive from ot her nodes,
t hen nearby nodes will commonly receive and forward the sane
nmessage. |If forwarding is perfornmed i nmediately, then the

resul ting packet transmi ssions may interfere with each other.
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A possible solution to these problens is to enploy jitter, a
del i berate randomvariation in timng. Such jitter is enployed in
e.g., [2], [3], and [4], in which transm ssion intervals for

regul arly schedul ed nessages are reduced by a small, bounded and
random anount in order to desynchronize transnitters and thereby
avoi d overl oadi ng the transm ssion nediumas well as receivers. This
docunent di scusses and provi des recomendations for applying jitter
to control packet transmissions in Mbile Ad hoc NETwor ks ( MANETS),
with the purpose of avoiding collisions, with particular reference to
the features |isted above.

2. Term nol ogy

The keywords "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT"
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC2119 [1].

Addi tionally, this docunent uses the follow ng term nol ogy:
Node - A MANET router that inplenents a nessage sendi ng protocol

MANET interface - A network device participating in a MANET. A node
may have one or nore MANET interfaces.

Message - An entity carrying protocol information intended for
exchange between nodes. Messages are transmitted over MANET
i nterfaces enbedded in packets.

Packet - An entity enbedding zero or nore nessages for transni ssion
over a MANET interface of the node.

Transm ssion - A packet being sent over a MANET interface of the
node. A transm ssion can be due to either a nmessage being
generated or a nmessage bei ng forwarded.

Generation - Creation of a new nessage (rather than a received and
forwar ded nessage) for transni ssion over one or nore MANET
interfaces of the node. Typically, a node will generate nessages
based on a nessage schedul e (periodic or otherwi se) or as a
response to changes in circunstances.

Forwardi ng - Retransmi ssion of a received nessage (whether nodified
or unchanged) over one or nmore MANET interfaces of the node.

Collision - A specific instance of interference, where two or nore

nodes transnit a packet at the same tine and within the same
signal space (at the same frequency and/or encodi ng) such that

C ausen, et al. I nf or mat i onal [ Page 3]



RFC 5148 Jitter February 2008

3.

anot her, closely | ocated, node that should receive and decode
these packets instead fails to do so, and | oses one or nore of the
packets.

Applicability Statenent

The mechani snms described in this docunent are applicable to the
control nessages of any MANET protocol in which sinultaneous

transm ssions by different nodes are undesirable, and that contains
nmechani sns, such as periodic control nmessage transm ssion, triggered
control nessage transm ssion, or control nessage forwardi ng, which
ei ther make a sinultaneous transmission nore likely, or cause one to
be repeated when it occurs. This particularly applies to protocols
usi ng broadcast transm ssions in wreless networks, where proactive
MANET routing protocols such as [5] enpl oy schedul ed nessages, where
reactive MANET routing protocols such as [6] enploy event-triggered
nmessages, and where both enpl oy nessage forwardi ng.

These nmechani snms are intended for application where the underlying
medi um access control and |l ower |ayers do not provide effective
nmechani sns to avoid such collisions. Were these |ayers do provide
ef fective nmechani sns, the recomendati ons of this docunent are not
needed.

The approach described in this docunent uses random variations in
timng to achieve a reduction in collisions. Alternatives using, for
exanpl e, pseudo-random vari ati on based on node identity, may be

consi dered, but are not discussed by this docunent.

Any protocol based on [7] and using the nessage forwardi ng mechani sm
facilitated by that structure is a particular candidate for
application of at |east some of these nmechanisns.

The document has been generalized fromthe jitter nmechani smused in
the proactive MANET routing protocol OLSR (the Optimzed Link State
Routing Protocol) [5].

Prot ocol Overview and Functi oni ng

Thi s docunent provides recommendati ons for nessage transnission (and
retransm ssion) that may be used by MANET routing protocols. It may
al so be used by other protocols that enploy a periodic or triggered
nmessage schedul e running over wireless interfaces. Using such

si mul t aneous nessage transm ssions fromtwo (or nore) adjacent nodes
may cause del ays, packet |osses, and other problens. Any protocol
using jitter as outlined here nmust specify its precise usage insofar
as is necessary for interoperability.
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5. Jitter

In order to prevent nodes in a MANET from sinul taneous transm ssion
whi |l st retaining the MANET characteristic of maxi mum node autonony, a
random zation of the transmission tine of packets by nodes, known as
jitter, SHOULD be enployed. Three jitter nechani snms, which target

di fferent aspects of this problem SHOULD be enployed, with the aim
of reducing the likelihood of sinultaneous transmi ssion, and, if it
occurs, preventing it from continuing.

Three cases exi st:

o Periodic nessage generati on;

o Externally triggered nessage generation
o Message forwarding.

For the first of these cases, jitter is used to reduce the interva
bet ween successi ve nessage transnission by a random amount; for the
latter two cases, jitter is used to delay a nessage bei ng generated
or forwarded by a random anount.

Each of these cases uses a paraneter, denoted MAXJI TTER, for the

maxi mumtimng variation that it introduces. |If nore than one of
these cases is used by a protocol, it MAY use the sane or a different
val ue of MAXJITTER for each case. It also MAY use the sane or
different values of MAXJITTER according to nessage type, and under
different circunstances -- in particular if other paraneters (such as
nmessage interval) vary.

| ssues relating to the value of MAXJI TTER are considered in Section
5. 4.

5.1. Periodic Message Generation

When a node generates a nessage periodically, two successive nmessages
will be separated by a well-defined interval, denoted
MESSAGE | NTERVAL. A node MAY nmintain nore than one such interval
e.g., for different nessage types or in different circunstances (such
as backing off transm ssions to avoid congestion). Jitter SHOULD be
applied by reducing this delay by a random anmount, so that the del ay
bet ween consecutive transm ssions of nessages of the sane type is
equal to (MESSACE I NTERVAL - jitter), where jitter is the random

val ue.

Subtraction of the random value fromthe nmessage interval ensures
that the nessage interval never exceeds MESSAGE_| NTERVAL, and does
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not adversely affect tinmeouts or other mechani snms that may be based
on nessage late arrival or failure to arrive. By basing the nessage
transm ssion tinme on the previous transm ssion tinme, rather than by
jittering a fixed clock, nodes can becone conpl etely desynchroni zed,
which mnimzes their probability of repeated collisions. This is
particularly useful when conbined with externally triggered nmessage
generation and reschedul i ng.

The jitter value SHOULD be generated uniformy in an interval between
zero and MAXJI TTER

Note that a node will know its own MESSACE | NTERVAL val ue and can
readily ensure that any MAXJI TTER val ue used satisfies the conditions
in Section 5. 4.

5.2. Externally Triggered Message Generation

An internal or external condition or event nay trigger nessage
generation by a node. Depending upon the protocol, this condition
may trigger generation of a single nmessage (including, but not
limted to, an acknow edgenent nessage), initiation of a new periodic
nmessage schedul e, or rescheduling of existing periodic nessaging.
Col l'i sion between externally triggered nessages is nmade nore |ikely
if more than one node is likely to respond to the sane event. To
reduce this |ikelihood, an externally triggered nessage SHOULD be
jittered by delaying it by a randomduration; an internally triggered
nmessage MAY also be so jittered if appropriate. This delay SHOULD be
generated uniformy in an interval between zero and MAXJI TTER  |f
periodically transmtted nessages are reschedul ed, then this SHOULD
be based on this delayed tine, with subsequent nmessages treated as
described in Section 5. 1.

When nessages are triggered, whether or not they are al so
periodically transmtted, a protocol MAY inpose a mninmuminterval
bet ween nessages of the sanme type, denoted MESSAGE M N I NTERVAL. In
the case that such an interval is not required, MESSAGE M N_| NTERVAL
is considered to be zero. Wen MESSAGE M N_|I NTERVAL is non-zero, it
is however appropriate to also allowthis interval to be reduced by
jitter. Thus, when a nessage is transnitted, the next nessage is
allowed after a time (MESSAGE_M N_INTERVAL - jitter). This jitter
SHOULD be generated uniformy in an interval between zero and

MAXJI TTER (using a value of MAXJI TTER appropriate to periodi c nessage
transm ssion).

It m ght appear counterintuitive to have a defined

MESSACE_M N_I NTERVAL, yet allow this to be reduced by jittering. For
periodi ¢ nmessages, setting MESSAGE | NTERVAL, MAXJI TTER and

MESSAGE_M N_I NTERVAL such that (MESSAGE | NTERVAL- MAXJI TTER) >
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MESSACE_M N_I NTERVAL woul d ensure at | east MESSAGE_M N_I NTERVAL woul d
el apse between two subsequent message transmissions. In a highly
dynamic network with triggered nessages, however, externa

ci rcunstances ni ght be such that external triggers are nore frequent
t han MESSAGE_M N_|I NTERVAL, effectively maki ng MESSAGE_M N_|I NTERVAL
take the role of MESSAGE | NTERVAL as the "default" interval at which
nmessages are transmtted. Thus, in order to avoid synchronization in
this highly dynanmic case, jittering SHOULD be applied to

MESSACE_M N_I NTERVAL. This al so permts MESSAGE_M N_|I NTERVAL to
equal MESSACE | NTERVAL, even when jitter is used.

When a triggered nessage is delayed by jitter, the node MAY al so
post pone generation of the triggered nessage. If a node is then
triggered to generate a nessage of the sane type while waiting, it
can generate a single nessage. |f however the node generates a
nmessage when it is triggered, and then receives a another trigger
while waiting to send that nmessage, then the appropriate action to
take is protocol specific (typically to discard the earlier nessage
or to transmt both, possibly modifying tinming to naintain nmessage
order).

5.3. Message Forwarding

When a node forwards a nmessage, it SHOULD be jittered by delaying it
by a random duration. This delay SHOULD be generated uniformy in an
i nterval between zero and MAXJI TTER

Unli ke the cases of periodically generated and externally triggered
nmessages, a node is not automatically aware of the nmessage
originator’s value of MESSAGE | NTERVAL, which is required to select a
val ue of MAXJITTER that is known to be valid. This may require prior
agreenent as to the value (or mnimmvalue) of MESSAGE | NTERVAL, may
be by inclusion in the nessage of MESSACGE | NTERVAL (the time unti

the next rel evant nessage, rather than the tine since the |ast
nmessage) or be by any ot her protocol specific nechanism which may

i nclude estinmation of the value of MESSAGE | NTERVAL based on received
nmessage tines.

For several possible reasons (differing paraneters, message
reschedul i ng, extreme random val ues), a node may receive a nessage
while still waiting to forward an earlier nessage of the sanme type
originating fromthe same node. This is possible without jitter, but
may occur nore often with it. The appropriate action to take is
protocol -specific (typically, to discard the earlier nmessage or to
forward both, possibly nodifying tining to maintain nessage order).

In many cases, including [5] and protocols using the full
functionality of [7], nessages are transmitted hop-by-hop in
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potentially nulti-nmessage packets, and some or all of those nmessages
may need to be forwarded. For efficiency, this SHOULD be in a single
packet, and hence the forwarding jitter of all nmessages received in a
singl e packet SHOULD be the sanme. (This also requires that a single
value of MAXJITTER is used in this case.) For this to have the

i ntended uniformdistribution, it is necessary to choose a single
randomijitter for all messages. It is not appropriate to give each
nmessage a randomjitter and then to use the smallest of these jitter
val ues, as that produces a jitter with a non-uniformdistribution and
a reduced nean val ue.

In addition, the protocol MAY pernmit control nessages received in

di fferent packets to be conbined, possibly also with locally
generated control nessages (periodically generated or triggered), as
supported by [7]. However, in this case, the purpose of the jitter
will be acconplished by choosing any of the independently schedul ed
times for these events as the single forwarding tine; this may have
to be the earliest tinme to achieve all constraints. This is because
wi t hout conbi ni ng nmessages, a transmi ssion would be due at this tine
anyway.

5.4, Maxinmum Jitter Determnation
In considering how the maximum jitter (one or nore instances of
paraneter MAXJI TTER) nmay be determ ned, the follow ng points nay be
not ed:
o Wile jitter may resolve the problem of sinultaneous
transmi ssions, the timng changes (in particular the delays) it
introduces will otherwi se typically have a negative inpact on a
wel | - desi gned protocol. Thus, MAXJI TTER SHOULD al ways be
m ninmzed, subject to acceptably achieving its intent.

o0 Wen nessages are periodically generated, all of the foll ow ng
that are relevant apply to each instance of MAXJI TTER

* it MJST NOT be negative;
* it MJST NOT be greater than MESSAGE | NTERVAL/ 2;
* it SHOULD NOT be greater than MESSAGE | NTERVAL/ 4.
o |f MESSAGE_ M N_INTERVAL > 0, then:
*  MAXJI TTER MUST NOT be greater than MESSAGE_M N_I NTERVAL;

*  MAXJI TTER SHOULD NOT be greater than MESSAGE_M N_| NTERVAL/ 2.
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0 As well as the decision as to whether to use jitter being
dependent on the nedi um access control and | ower |ayers, the
sel ection of the MAXJI TTER paranet er SHOULD be appropriate to
t hose nechani snms. For exanple, MAXJI TTER should be significantly
greater than (e.g., an order of magnitude greater than) any medi um
access control frame period.

0O As jitter is intended to reduce collisions, greater jitter, i.e.,
an increased value of MAXJI TTER, is appropriate when the chance of
collisions is greater. This is particularly the case with
i ncreased node density, which is significant relative to (the
square of) the interference range rather than useful signal range.

o The choice of MAXJI TTER used when forwardi ng nessages MAY al so
take into account the expected nunber of tines that the nessage
may be sequentially forwarded, up to the network dianmeter in hops,
so that the maxi num accunul ated delay i s bounded.

6. Security Considerations

Thi s docunent provides recommendati ons for nechani sms to be used in
protocols; full security considerations are to be provided by those
protocols, rather than in this docunent.

It may however be noted that introduction of randomtining by these
reconmendati ons may provi de some security advantage to such a
protocol in that it makes the prediction of transmission tines, and
thereby intentional interference with a protocol functioning through
sel ectively scheduling jamm ng transmi ssions to coincide with
protocol message transm ssions, nore difficult.
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