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Status of This Menp

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

Net wor k- based nobility nmanagenent enables IP mobility for a host
without requiring its participation in any nobility-rel ated
signaling. The network is responsible for managing IP mobility on
behal f of the host. The nobility entities in the network are
responsi ble for tracking the novenents of the host and initiating the
required nobility signaling on its behalf. This specification

descri bes a network-based nmobility nmanagenment protocol and is
referred to as Proxy Mobile |Pv6.
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1

| nt roducti on

IP mobility for 1Pv6 hosts is specified in Mobile IPv6 [ RFC3775].
Mobile IPv6 requires client functionality in the I Pv6 stack of a
nmobi | e node. Exchange of signaling nessages between the nobile node
and home agent enables the creation and mai ntenance of a binding

bet ween the nobile node’s hone address and its care-of address.
Mobility as specified in [ RFC3775] requires the IP host to send IP
mobi ity managenent signaling nmessages to the honme agent, which is

| ocated in the network.

Net wor k- based nmobility is another approach to solving the IP nmobility
challenge. It is possible to support nmobility for |1 Pv6 nodes without
host invol vement by extending Mbile | Pv6 [ RFC3775] signaling
nmessages between a network node and a hone agent. This approach to
supporting nmobility does not require the nobile node to be invol ved
in the exchange of signaling nmessages between itself and the hone
agent. A proxy nobility agent in the network perforns the signaling
with the hone agent and does the nobility managenment on behal f of the
nobi | e node attached to the network. Because of the use and
extension of Mbile IPv6 signaling and hone agent functionality, this
protocol is referred to as Proxy Mbile | Pv6 (PM Pv6).

Net wor k depl oynments that are designed to support nobility would be
agnostic to the capability in the IPv6 stack of the nodes that it
serves. |IP nobility for nodes that have nmobile IP client
functionality in the IPv6 stack as well as those nodes that do not,
woul d be supported by enabling Proxy Mbile | Pv6 protocol
functionality in the network. The advantages of devel oping a

net wor k- based nobility protocol based on Mbile | Pv6 are:

0 Reuse of hone agent functionality and the nessages/format used in
nmobility signaling. Mbile IPv6 is a nature protocol with severa
i mpl ement ati ons that have undergone interoperability testing.

o A comon honme agent woul d serve as the nobility agent for al
types of | Pv6 nodes.

The probl em statenent and the need for a network-based nmobility
protocol solution has been docunented in [RFC4830]. Proxy Mbile
IPv6 is a solution that addresses these issues and requirenents.
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2. Conventions and Terni nol ogy
2.1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2.2. Termnol ogy

Al'l the general nobility-related terns used in this docunent are to
be interpreted as defined in the Mbile | Pv6 base specification
[ RFC3775] .

Thi s docunent adopts the terns, Local Mbility Anchor (LMA) and
Mobi | e Access Gateway (MAG from the NETLMM Goal s docunent [ RFC4831].
Thi s docunent al so provides the foll owi ng context-specific

expl anation to the following terns used in this docunent.

Proxy Mbile 1 Pv6 Domai n (PM Pv6- Domai n)

Proxy Mbile IPv6 domain refers to the network where the nmobility
managenent of a nobile node is handl ed using the Proxy Mbile | Pv6
protocol as defined in this specification. The Proxy Mbile |IPv6
domai n includes |local nobility anchors and nobil e access gateways
bet ween whi ch security associ ati ons can be set up and

aut hori zation for sending Proxy Binding Updates on behal f of the
nobi | e nodes can be ensured.

Local Mbility Anchor (LM

Local Mbility Anchor is the honme agent for the nobile node in a
Proxy Mbile IPv6 domain. It is the topological anchor point for
the nobile node’s honme network prefix(es) and is the entity that
manages the nobile node’s binding state. The local mobility
anchor has the functional capabilities of a hone agent as defined
in Mobile I Pv6 base specification [RFC3775] with the additional
capabilities required for supporting Proxy Mbile |Pv6 protocol as
defined in this specification.

Mobi | e Access Gateway (MAG

Mobi |l e Access Gateway is a function on an access router that
manages the nobility-related signaling for a nobile node that is
attached to its access link. It is responsible for tracking the
nobi | e node’ s nmovenents to and fromthe access Iink and for
signaling the nobile node’s local nobility anchor
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Mbbi | e Node (MN)

Thr oughout this docunment, the termnobile node is used to refer to
an | P host or router whose nobility is managed by the networKk.

The nobil e node nay be an | Pv4-only node, |Pv6-only node, or a
dual -stack node and is not required to participate in any IP
nobility related signaling for achieving nobility for an IP
address that is obtained in that Proxy Mbile |IPv6 domain.

LMA Address (LMAA)

The gl obal address that is configured on the interface of the
I ocal nobility anchor and is the transport endpoint of the bi-
directional tunnel established between the | ocal nobility anchor
and the nobile access gateway. This is the address to which the
nobi | e access gateway sends the Proxy Bi ndi ng Update nessages.

When supporting I Pv4 traversal, i.e., when the network between the
| ocal nobility anchor and the npobile access gateway is an | Pv4
network, this address will be an | Pv4 address and will be referred

to as | Pv4-LMAA, as specified in [IPV4-PM P6] .
Proxy Care-of Address (Proxy-CoA)

Proxy-CoA is the global address configured on the egress interface
of the nobile access gateway and is the transport endpoint of the
tunnel between the local nobility anchor and the nobil e access
gateway. The local nobility anchor views this address as the
care-of address of the nobile node and registers it in the Binding
Cache entry for that nobile node. Wen the transport network

bet ween the nobil e access gateway and the local nobility anchor is
an | Pv4 network and if the care-of address that is registered at
the local nobility anchor is an I Pv4 address, the term |Pv4-
Proxy- CoA is used, as specified in [|PV4-PM P6].

Mobi | e Node’s Home Network Prefix (M\-HNP)

The MN-HNP is a prefix assigned to the |ink between the nobile
node and the nobile access gateway. More than one prefix can be
assigned to the link between the nobile node and the nobil e access
gateway, in which case, all of the assigned prefixes are nanaged
as a set associated with a nobility session. The nobil e node
configures its interface with one or nore addresses fromits hone
network prefix(es). |If the nobile node connects to the Proxy
Mobil e 1 Pv6 domain through rmultiple interfaces, simultaneously,
each of the attached interfaces will be assigned a unique set of
home network prefixes, and all the prefixes assigned to a given
interface of a nobile node will be managed under one nobility
session. For exanple, home network prefixes Pl and P2 assigned to
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interface 11 will be managed under one nobility session and
prefixes P3, P4, and P5 assigned to interface |12 of the nobile
node will be managed under a different nmobility session

Additionally, in some configurations the assigned prefix can be of
128-bit prefix I ength.

Mobi | e Node’ s Home Address (M\-HoA)

M\- HOA is an address froma nobile node’s hone network prefix.

The nobile node will be able to use this address as long as it is
attached to the access network that is in the scope of that Proxy
Mobile I Pv6 domain. |If the nobile node uses nore than one address

fromits hone network prefix(es), any one of these addresses is
referred to as nobile node’s hone address. Unlike in Mbile |IPv6
where the home agent is aware of the hone address of the nobile
node, in Proxy Mobile IPv6, the nobility entities are only aware
of the nmobile node’s honme network prefix(es) and are not al ways
aware of the exact address(es) that the nobile node configured on
its interface fromits hone network prefix(es). However, in sone
configurations and based on the enabl ed address configuration
nodes on the access link, the nmobility entities in the network can
be certain about the exact address(es) configured by the nobile
node.

Mobi |l e Node's Hone Link

This is the Iink on which the nobile node obtained its |ayer-3
address configuration for the attached interface after it noved
into that Proxy Mbile IPv6 domain. This is the link that
conceptually follows the nobile node. The network will ensure the
nobi | e node al ways sees this link with respect to the |ayer-3
network configuration, on any access link that it attaches to in
that Proxy Mobile | Pv6 domain.

Mul ti honed Mobil e Node

A nobil e node that connects to the sane Proxy Mobile | Pv6 donain
through nore than one interface and uses these interfaces
simultaneously is referred to as a nultihomed nobil e node.

Mobil e Node Identifier (M\-ldentifier)

The identity of a nobile node in the Proxy Mbile | Pv6 domain.
This is the stable identifier of a nobile node that the nobility
entities in a Proxy Mbile IPv6 domain can al ways acquire and use
for predictably identifying a nobile node. This is typically an
identifier such as a Network Access ldentifier (NAI) [RFC4282] or
other identifier such as a Media Access Control (MAC) address.
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Mobi | e Node Link-layer Identifier (MN-LL-Identifier)

Po

An identifier that identifies the attached interface of a nobile
node. For those interfaces that have a |ink-1layer identifier,
this identifier can be based on that. The link-layer identifier,
in some cases, is generated by the nobile node and conveyed to the
nobi | e access gateway. This identifier of the attached interface
nmust be stable, as seen by any of the nobile access gateways in a
gi ven Proxy Mobile IPv6 domain. In some other cases, there m ght
not be any link-layer identifier associated with the nobile node’s
interface. An identifier value of ALL_ZERO is not considered a
valid identifier and cannot be used as an interface identifier.

icy Profile

Policy Profile is an abstract termfor referring to a set of
configuration paraneters that are configured for a given nobile
node. The nobility entities in the Proxy Mbile | Pv6 domain
require access to these paranmeters for providing the nobility
managenent to a given nobile node. The specific details on how
the network entities obtain this policy profile is outside the
scope of this docunent.

Proxy Bi ndi ng Update (PBU)

A request nessage sent by a npbile access gateway to a nobile
node’'s | ocal nobility anchor for establishing a binding between
the nobil e node’s honme network prefix(es) assigned to a given
interface of a nobile node and its current care-of address (Proxy-
CoA) .

Proxy Bi ndi ng Acknow edgenent ( PBA)

A reply nessage sent by a local nobility anchor in response to a
Proxy Binding Update nessage that it received froma nobile access
gat eway.

Per- MN- Prefi x and Shared-Prefix Mdels

The term Per-MN-Prefix nodel is used to refer to an addressing
nodel where there is a unique network prefix or prefixes assigned
for each node. The term Shared-Prefix nodel is used to refer to
an addressing nodel where the prefix(es) are shared by nore than
one node. This specification supports the Per-M\Prefix nodel and
does not support the Shared-Prefix nodel.
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3.

Mobility Session

In the context of Proxy Mdbile I Pv6 specification, the term
nobility session refers to the creation or existence of state
associated with the nobile node’s nobility binding on the | ocal
nobi ity anchor and on the serving nobil e access gateway.

DHCP

Thr oughout this docunment, the acronym DHCP refers to DHCP for
| Pv6, as defined in [RFC3315].

ALL_ZERO and NON_ZERO

Protocol nessage fields initialized with value 0 in each byte of
the field. For exanple, an 8-byte link-layer identifier field
with the value set to 0 in each of the 8 bytes, or an | Pv6 address
with the value 0 in all of the 16 bytes. Conversely, the term
NON_ZERO is used to refer to any val ue other than an ALL_ZERO

val ue.

Proxy Mbile I Pv6 Protocol Overview

This specification describes a network-based nobility nmanagenent
protocol. It is called Proxy Mobile IPv6 and is based on Mbile |Pv6
[ RFC3775] .

Proxy Mbile I Pv6 protocol is intended for providi ng network-based | P
mobi ity managenment support to a nobile node, without requiring the
participation of the nobile node in any IP nobility rel ated
signaling. The nobility entities in the network will track the
nobi | e node’s novenents and will initiate the nobility signaling and
set up the required routing state.

The core functional entities in the NETLMMinfrastructure are the
Local Mbility Anchor (LMA) and the Mobile Access Gateway (MAG. The
| ocal nobility anchor is responsible for maintaining the nobile
node’s reachability state and is the topol ogi cal anchor point for the
nmobi | e node’ s hone network prefix(es). The nobile access gateway is
the entity that perforns the nobility managenent on behalf of a
nobi |l e node, and it resides on the access |link where the nobile node
is anchored. The nobile access gateway is responsible for detecting
t he nobil e node’s novenents to and fromthe access link and for
initiating binding registrations to the nobile node’s |ocal nobility
anchor. There can be nultiple [ocal nobility anchors in a Proxy
Mobil e 1 Pv6 domain each serving a different group of nobile nodes.
The architecture of a Proxy Mobile IPv6 domain is shown in Figure 1.
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{ MN1} { MN3}

Figure 1: Proxy Mobile | Pv6 Domain

When a nobile node enters a Proxy Mbile I Pv6 domain and attaches to
an access link, the nobile access gateway on that access |link, after
identifying the nobile node and acquiring its identity, wll
determne if the nobile node is authorized for the network-based
nmobi ity managenment service.

If the network determ nes that the nobile node is authorized for

net wor k- based nobility service, the network will ensure that the
nmobi | e node using any of the address configuration mechani sns
permtted by the network will be able to obtain the address

configuration on the connected interface and nove anywhere in that
Proxy Mbile I Pv6 domain. The obtained address configuration

i ncludes the address(es) fromits hone network prefix(es), the
default-router address on the |link, and other related configuration
paranmeters. Fromthe perspective of each nobile node, the entire
Proxy Mbile | Pv6 domain appears as a single link, the network
ensures that the nobile node does not detect any change with respect
to its layer-3 attachnment even after changing its point of attachnent
in the network.
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The nobil e node may be an | Pv4-only node, |Pv6-only node, or a dual -
stack (IPv4/v6) node. Based on the policy profile information that

i ndicates the type of address or prefixes to be assigned for the
nmobi l e node in the network, the nobile node will be able to obtain an
| Pv4, |1 Pv6, or dual |Pv4/1Pv6 address and nove anywhere in that Proxy
Mobil e 1 Pv6 domain. However, this specification only supports |Pv6
address/prefix nobility with the transport network being | Pv6. The
support for 1Pv4 addressing or an |IPv4 transport network is specified
in the conpani on docunent [ PV4-PM P6] .

I f the nobile node connects to the Proxy Mbile | Pv6 domain through
multiple interfaces and over multiple access networks, the network
will allocate a unique set of hone network prefixes for each of the
connected interfaces. The nobile node will be able to configure
address(es) on those interfaces fromthe respective hone network
prefix(es). However, if the nobile node perfornms a handoff by noving
its address configuration fromone interface to the other, and if the
| ocal nmobility anchor receives a handoff hint fromthe serving nobile

access gateway about the sanme, the local nobility anchor will assign
the same hone network prefix(es) that it previously assigned prior to
the handoff. The nobile node will also be able to perform a handoff

by changing its point of attachnent from one nobile access gateway to
a different nobile access gateway using the sane interface and will
be able to retain the address configuration on the attached

i nterface.
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I

| ==== Bi-Dir Tunnel ===

| P Address
Confi guration

Figure 2: Mobile Node Attachnent - Signaling Call Fl ow

Figure 2 shows the signaling call flow when the nobile node enters
the Proxy Mbile | Pv6 domain. The Router Solicitation nessage from
the nobile node may arrive at any tine after the nobile node’'s
attachment and has no strict ordering relation with the other
nmessages in the call flow

For updating the local nobility anchor about the current |ocation of
t he nobil e node, the nobile access gateway sends a Proxy Bi nding
Updat e nmessage to the nobile node’'s |ocal nobility anchor. Upon
accepting this Proxy Binding Update nessage, the local nobility
anchor sends a Proxy Binding Acknow edgenent nessage including the
nmobi | e node’ s hone network prefix(es). It also creates the Binding
Cache entry and sets up its endpoint of the bi-directional tunnel to
the nobil e access gat eway.
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The nobil e access gateway on receiving the Proxy Binding

Acknow edgenent nessage sets up its endpoint of the bi-directiona
tunnel to the local nobility anchor and al so sets up the forwarding
for the nobile node’'s traffic. At this point, the nobile access
gateway has all the required information for emnulating the nobile
node’s home link. It sends Router Advertisenent messages to the
nmobi | e node on the access link advertising the nobile node’s hone
network prefix(es) as the hosted on-link prefix(es).

The nobil e node, on receiving these Router Advertisenent nessages on
the access link, attenpts to configure its interface using either
stateful or statel ess address configurati on nodes, based on the nodes
that are pernmitted on that access link as indicated in Router
Advertisenent nmessages. At the end of a successful address
configuration procedure, the nobile node has one or nore addresses
fromits home network prefix(es).

After address configuration, the nobile node has one or nore valid
addresses fromits home network prefix(es) at the current point of
attachnment. The serving nobile access gateway and the | ocal nobility
anchor al so have proper routing states for handling the traffic sent
to and fromthe nobil e node using any one or nore of the addresses
fromits home network prefix(es).

The | ocal nobility anchor, being the topol ogi cal anchor point for the
nmobi | e node’ s hone network prefix(es), receives any packets that are
sent to the nobile node by any node in or outside the Proxy Mbile

| Pv6 donain. The local nobility anchor forwards these received
packets to the nmobil e access gateway through the bi-directional
tunnel. The nobil e access gateway on other end of the tunnel, after
receiving the packet, renoves the outer header and forwards the
packet on the access link to the nobile node. However, in sone
cases, the traffic sent froma correspondent node that is locally
connected to the nobile access gateway nay not be received by the

| ocal nobility anchor and may be routed locally by the nobil e access
gateway (refer to Section 6.10.3).

The nobil e access gateway acts as the default router on the point-to-
point link shared with the nobile node. Any packet that the nobile

node sends to any correspondent node will be received by the nobile
access gateway and will be sent to its local nobility anchor through
the bi-directional tunnel. The local nobility anchor on the other

end of the tunnel, after receiving the packet, renoves the outer
header and routes the packet to the destination. However, in some
cases, the traffic sent to a correspondent node that is locally
connected to the nobile access gateway may be locally routed by the
nmobi | e access gateway (refer to Section 6.10.3).
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Figure 3: Mbobile Node Handoff - Signaling Call Flow

Figure 3 shows the signaling call flow for the nmobile node's handof f
fromthe previously attached nobil e access gateway (p-MAG to the
new y attached nobil e access gateway (n-MAG . This call flow only
reflects a specific message ordering, it is possible the registration
nmessage fromthe n-MAG nay arrive before the de-registrati on nessage
fromthe p-MAG arri ves.

After obtaining the initial address configuration in the Proxy Mbile
| Pv6 donmin, if the nobile node changes its point of attachnment, the

nmobi | e access gateway on the previous link will detect the nobile
node’ s detachment fromthe link. It will signal the Iocal nobility
anchor and will renove the binding and routing state for that nobile

node. The local nobility anchor, upon receiving this request, wll
identify the corresponding nobility session for which the request was
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received, and accepts the request after which it waits for a certain
anount of tine to allow the nobile access gateway on the new link to
update the binding. However, if it does not receive any Proxy

Bi ndi ng Update nessage within the given amount of time, it will

del ete the binding cache entry.

The nobil e access gateway on the new access |link, upon detecting the
nobi |l e node on its access link, will signal the local nmobility anchor
to update the binding state. After conpletion of the signaling, the
serving nobil e access gateway will send the Router Advertisenents
containing the nobile node’s honme network prefix(es), and this wll
ensure the nobile node will not detect any change with respect to the
| ayer-3 attachnent of its interface.

4. Proxy Mbile I Pv6 Protocol Security

The signaling nmessages, Proxy Binding Update, and Proxy Binding
Acknow edgenent, exchanged between the nobil e access gateway and the
I ocal nobility anchor, MJST be protected using end-to-end security
associ ation(s) offering integrity and data origin authentication.

The nobil e access gateway and the local mobility anchor MJST

i mpl enent | Psec for protecting the Proxy Mbile I Pv6 signaling
nmessages [ RFC4301]. |IPsec is a mandatory-to-inplenment security
mechani sm  However, additional docunments may specify alternative
nmechani sns and the nobility entities can enable a specific nmechani sm
for securing Proxy Mbile IPv6 signaling nessages, based on either a
static configuration or after a dynam c negoti ati on using any
standard security negotiation protocols. As in Mbile |IPv6

[ RFC3775], the use of |Psec for protecting a nobile node' s data
traffic is optional

| Psec Encapsul ati ng Security Payl oad (ESP) [ RFC4303] in transport
node with nandatory integrity protection SHOULD be used for
protecting the signaling nessages. Confidentiality protection of
t hese nmessages is not required.

| Psec ESP [ RFC4303] in tunnel node MAY be used to protect the nobile
node’s tunneled data traffic, if protection of data traffic is
required.

I nternet Key Exchange Protocol version 2 (I1KEv2) [RFC4306] SHOULD be
used to set up security associati ons between the nobil e access
gateway and the |local nobility anchor to protect the Proxy Binding
Updat e and Proxy Bi ndi ng Acknow edgenent nessages. The nobile access
gateway and the local nobility anchor can use any of the

aut henti cati on nmechani snms, as specified in [ RFC4306], for nutua

aut henti cati on.
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The Mobile I Pv6 specification [ RFC3775] requires the home agent to
prevent a nobile node fromcreating security associations or creating
bi ndi ng cache entries for another nobile node’s honme address. In the
protocol described in this docunent, the nobile node is not involved
in creating security associations for protecting the signaling
nmessages or sendi ng binding updates. Therefore, the local nobility
anchor MJST restrict the creation and mani pul ati on of proxy bindings
to specifically authorized nobil e access gateways and prefixes. The
| ocal nobility anchor MJUST be locally configurable to authorize such
speci fic conmbi nati ons. Additional mechani snms, such as a policy store
or Authentication, Authorization, and Accounting (AAA) may be

enpl oyed, but these are outside the scope of this specification

Unlike in Mbile I Pv6 [RFC3775], these signaling nessages do not
carry either the Hone Address destination option or the Type 2
Routi ng header, and hence the policy entries and security association
sel ectors stay the same and require no special |Psec related

consi derati ons.

4.1. Peer Authorization Database (PAD) Exanple Entries

This section describes PAD entries [ RFC4301] on the nobile access
gateway and the local nobility anchor. The PAD entries are only
exanpl e configurations. Note that the PAD is a |ogical concept and a
particul ar nobil e access gateway or a local nobility anchor

i npl enentation can inplenment the PAD in any inpl enentation-specific
manner. The PAD state nay al so be distributed across various

dat abases in a specific inplenentation.

In the exanple shown below, the identity of the local nobility anchor
is assunmed to be Ima_identity 1 and the identity of the nobile access
gateway is assumed to be nmag_identity_ 1.

nobi | e access gateway PAD
- IFrenote_identity = Ima_identity_1
Then aut henticate (shared secret/certificate/ EAP)
and aut horize CH LD SAs for renpote address | na_address_1

| ocal nobility anchor PAD
- IFrenote_identity = mag_identity_1
Then authenticate (shared secret/certificate/ EAP)
and authorize CH LD _SAs for renpote address mag_address_1

Figure 4: PAD Entries
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The list of authentication mechanisns in the above exanples is not
exhaustive. There could be other credentials used for authentication
stored in the PAD

4.2. Security Policy Database (SPD) Exanple Entries

This section describes the security policy entries [ RFC4301] on the
nmobi | e access gateway and the | ocal nobility anchor required to
protect the Proxy Mbile I Pv6 signaling nessages. The SPD entries
are only exanple configurations. A particular nobile access gateway
or a local mobility anchor inplenmentation could configure different
SPD entries as long as they provide the required security.

In the exanpl e shown below, the identity of the nobile access gateway
is assunmed to be mag_identity_ 1, the address of the nobile access
gateway is assunmed to be mag_address_1, and the address of the | oca
mobi ity anchor is assuned to be | nma_address_1. The acronym WH
represents the protocol nunber for the Mbility Header [RFC3775],
while the terns |local _nmh_type and renote_mh_type stand for |oca

nmobi lity header type and renote nobility header type, respectively.

nobi | e access gateway SPD-S:
- IF local _address = nag_address_1 &
renote_address = I ma_address_1 &
proto = WMH & (local _nmh_type = BU | renmote_nh_type = BA)
Then use SA ESP transport node
Initiate using IDi = mag_identity_ 1 to address | nma_address_1

| ocal nobility anchor SPD-S:
- IF local _address = I ma_address_1 &
renot e_address = nmag_address_1 &
proto = WMH & (local _nmh_type = BA | remte_nh_type = BU)
Then use SA ESP transport node

Figure 5: SPD Entries
5. Local Mobility Anchor Operation
The local nobility anchor MJST support the hone agent function as
defined in [RFC3775] and the extensions defined in this
specification. A hone agent with these nodifications and enhanced
capabilities for supporting the Proxy Mobile | Pv6 protocol is
referred to as a local nobility anchor.

This section describes the operational details of the local nobility
anchor .
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5.1.

Ext ensi ons to Binding Cache Entry Data Structure

Every local nobility anchor MJST mmintain a Binding Cache entry for
each currently registered nobile node. A Binding Cache entry is a
conceptual data structure, described in Section 9.1 of [RFC3775].

For supporting this specification, the Binding Cache Entry data
structure needs to be extended with the follow ng additional fields.

(0]

A flag indicating whether or not this Binding Cache entry is
created due to a proxy registration. This flag is set to value 1
for Binding Cache entries that are proxy registrations and is set
to value 0 for all other entries.

The identifier of the registered nobile node, M\-Identifier. This
identifier is obtained fromthe Mbile Node Identifier Option
[ RFC4283] present in the received Proxy Binding Update nessage.

The link-layer identifier of the nobile node’s connected interface
on the access link. This identifier can be acquired fromthe
Mobi | e Node Link-layer Identifier option, present in the received
Proxy Binding Update nessage. |If the option was not present in
the request, this variable length field MJST be set to two
(octets) and MJST be initialized to a value of ALL_ZERO

The link-local address of the npbile access gateway on the point-
to-point link shared with the nobile node. This is generated by
the local nmobility anchor after accepting the initial Proxy

Bi ndi ng Updat e nessage.

A list of IPv6 hone network prefixes assigned to the nobile node’'s
connected interface. The hone network prefix(es) may have been
statically configured in the nobile node’'s policy profile, or

they may have been dynamically allocated by the local nmobility
anchor. Each one of these prefix entries will also include the
correspondi ng prefix |ength.

The tunnel interface identifier (tunnel-if-id) of the bi-
directional tunnel between the local nobility anchor and the
nobi | e access gateway where the nobile node is currently anchored.
This is internal to the local nobility anchor. The tunnel
interface identifier is acquired during the tunnel creation

The access technol ogy type, by which the nobile node is currently
attached. This is obtained fromthe Access Technol ogy Type
option, present in the Proxy Binding Update nessage.
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0 The 64-bit tinestanp value of the nobst recently accepted Proxy
Bi ndi ng Update nessage sent for this nobile node. This is the
time of day on the local nobility anchor, when the nessage was
received. |If the Tinestanp option is not present in the Proxy
Bi ndi ng Update nessage (i.e., when the sequence-nunber-based
schene is in use), the value MJST be set to ALL_ZERO

Typi cally, any one of the nobile node’s home network prefixes from
its nobility session nay be used as a key for locating its Binding
Cache entry in all cases except when there has been a handoff of the
nmobi | e node’ s session to a new nobil e access gateway, and that nobile
access gateway is unaware of the home network prefix(es) assigned to
that mobility session. In such handoff cases, the Binding Cache
entry can be | ocated under the considerations specified in Section
54 1.

5.2. Supported Honme Network Prefix Mdels

This specification supports the Per-M\-Prefix nodel and does not
support the Shared-Prefix nmodel. According to the Per-M\Prefix
nodel , home network prefix(es) assigned to a nobile node are for that
nmobi | e node’ s exclusive use and no ot her node shares an address from
that prefix (other than the Subnet-Router anycast address [ RFC4291]
that is used by the nobile access gateway hosting that prefix on that
l'ink).

There may be nore than one prefix assigned to a given interface of
the nobile node; all of those assigned prefixes MJST be unique to
that mobile node, and all are part of exactly one nobility session
If the nobile node sinmultaneously attaches to the Proxy Mbile |IPv6
domai n through multiple interfaces, each of the attached interfaces
MUST be assigned one or nore unique prefixes. Prefixes that are not
assigned to the sane interface MJUST NOT be nmanaged under the same
mobi ity session

The nobil e node’s honme network prefix(es) assigned to a given
interface of a mobile node (part of a nobility session) will be
hosted on the access |link where the nobile node is attached (using
that interface). The local nobility anchor is not required to
perform any proxy Nei ghbor Di scovery (ND) operations [RFC4861] for
defendi ng the nobil e node’s hone address(es), as the prefixes are not
locally hosted on the local nmobility anchor. However, fromthe
routing perspective, the honme network prefix(es) is topologically
anchored on the local nobility anchor.

@Qundavel I'i, et al. St andards Track [ Page 19]



RFC 5213 Proxy Mbile | Pv6 August 2008

5.3. Signaling Considerations

This section provides the rules for processing the signaling
nmessages. The processing rules specified in this section and ot her
rel ated sections are chained and are in a specific order. Wen
appl yi ng these considerations for processing the signaling nmessages,
the specified order MJUST be naintai ned.

5.3.1. Processing Proxy Binding Updates

1. The received Proxy Bindi ng Update nessage (a Bi ndi ng Update
nessage with the (P) flag set to value of 1, format specified in
Section 8.1) MJST be authenticated as described in Section 4.
When | Psec is used for nmessage authentication, the Security
Paraneter Index (SPI) in the | Psec header [RFC4306] of the
recei ved packet is needed for locating the security association,
for authenticating the Proxy Binding Update nessage.

2. The local mobility anchor MUST observe the rules described in
Section 9.2 of [RFC3775] when processing the Mbility Header in
the received Proxy Bindi ng Update nessage.

3. The local mobility anchor MUST ignore the check, specified in
Section 10.3.1 of [RFC3775], related to the presence of the Hone
Address destination option in the Proxy Binding Update nessage.

4. The | ocal nobility anchor MJST identify the nobile node fromthe
identifier present in the Mobile Node ldentifier option
[ RFC4283] of the Proxy Binding Update nessage. |f the Mbile
Node ldentifier option is not present in the Proxy Binding
Updat e nmessage, the local nobility anchor MJST reject the
request and send a Proxy Bi ndi ng Acknow edgenent nessage with
Status field set to M SSI NG MN_| DENTI FI ER_OPTI ON (M ssing Mbile
Node ldentifier option) and the identifier in the Mbile Node
Identifier option carried in the nmessage MJST be set to a zero
I ength identifier.

5. The local mobility anchor MUST apply the required policy checks,
as explained in Section 4, to verify that the sender is a
trusted nobil e access gateway authorized to send Proxy Binding
Updat e nmessages on behal f of this nobile node.

6. If the local nobility anchor determ nes that the requesting node
is not authorized to send Proxy Binding Update nmessages for the
identified nobile node, it MJST reject the request and send a
Proxy Bi ndi ng Acknow edgenent nessage with the Status field set
to MAG NOT_AUTHORI ZED FOR PROXY_REG (not authorized to send
proxy bi ndi ng updates).
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7. If the local nmobility anchor cannot identify the nobile node
based on the identifier present in the Mbile Node Identifier
option [ RFC4283] of the Proxy Bindi ng Update nessage, it MJST
reject the request and send a Proxy Bi ndi ng Acknow edgenent
nessage with the Status field set to
NOT_LMA FOR THI S MOBI LE NODE (Not a local nobility anchor for
this nobil e node).

8. If the local nobility anchor determ nes that the nobile node is
not authorized for the network-based nobility nmanagenent
service, it MJST reject the request and send a Proxy Binding
Acknowl edgenent nessage with the Status field set to
PROXY_REG_NOT_ENABLED (Proxy Regi stration not enabl ed).

9. The local mobility anchor MUST apply the considerations
specified in Section 5.5 for processing the Sequence Number
field and the Timestanp option (if present) in the Proxy Binding
Updat e nmessage.

10. If there is no Home Network Prefix option(s) (wth any val ue)
present in the Proxy Binding Update nessage, the local nobility
anchor MJST reject the request and send a Proxy Binding
Acknowl edgenent nessage with the Status field set to
M SSI NG_HOVE_NETWORK _PREFI X_OPTI ON (M ssing Horme Network Prefix
option).

11. If the Handoff Indicator option is not present in the Proxy
Bi ndi ng Update nessage, the local nobility anchor MJST reject
the request and send a Proxy Bindi ng Acknow edgenent nessage
with the Status field set to M SSI NG HANDOFF_| NDI CATOR_OPTI ON
(M ssing Handof f I ndicator option).

12. If the Access Technol ogy Type option is not present in the Proxy
Bi ndi ng Update nessage, the local nobility anchor MJST reject
the request and send a Proxy Bindi ng Acknow edgenent nessage
with the Status field set to M SSI NG ACCESS TECH TYPE_OPTI ON
(M ssing Access Technol ogy Type option).

13. Considerations specified in Section 5.4.1 MJST be applied for
perform ng the Binding Cache entry existence test. |If those
checks specified in Section 5.4.1 result in associating the
recei ved Proxy Binding Update nmessage to a new nobility session
creation request, considerations from Section 5.3.2 (Initial
Bi ndi ng Registration - New Mbility Session), MJST be appli ed.

If those checks result in associating the request to an existing
nmobility session, the followi ng checks determ ne the next set of
processing rules that need to be applied.
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5.

3.

14.

2.

* |f the received Proxy Binding Update nmessage has the lifetine
val ue of zero, considerations from Section 5.3.5 (Binding De-
Regi strati on) MJST be appli ed.

* |f the Proxy-CoA in the Binding Cache entry matches the
source address of the request (or the address in the
Al ternate Care-of Address option, if the option is present),
consi derations from Section 5.3.3 (Binding LIfetime Extension
- No handoff) MJST be appli ed.

* For all other cases, considerations from Section 5.3.4
(Binding Lifetime Extension - After handoff) MJST be appli ed.

When sendi ng the Proxy Binding Acknow edgenent nessage with any
Status field value, the nmessage MJST be constructed as specified
in Section 5. 3.6.

Initial Binding Registration (New Mbility Session)

If there is at |east one instance of the Honme Network Prefix
option present in the Proxy Binding Update nmessage with the
prefix value set to ALL_ZERO, the local nobility anchor MJST
all ocate one or nore home network prefixes to the nobil e node and
assign it to the new nobility session created for the nobile
node. The local nobility anchor MJST ensure the all ocated
prefix(es) is not in use by any other node or nobility session.
The deci sion on how nmany prefixes to be allocated for the
attached interface can be based on a global policy or a policy
specific to that nobile node. However, when stateful address
aut oconfiguration using DHCP is supported on the I|ink,

consi derations from Section 6.11 MIST be applied for the prefix
assi gnnent .

If the lIocal nobility anchor is unable to allocate any hone
network prefix for the nobile node, it MJST reject the request
and send a Proxy Bi ndi ng Acknow edgenent nmessage with the Status
field set to 130 (Insufficient resources).

If there are one or nore Hone Network Prefix options present in
the Proxy Bindi ng Update nessage (with each of the prefixes set
to a NON_ZERO value), the local nobility anchor, before accepting
that request, MJST ensure each one of those prefixes is owned by
the local nobility anchor, and further that the nobile node is
authori zed to use these prefixes. |If the nobile node is not

aut hori zed to use any one or nore of those prefixes, the |ocal
mobi ity anchor MJUST reject the request and send a Proxy Binding
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5.

3.

3.

Acknow edgenment nessage with the Status field set to
NOT_AUTHORI ZED_FOR_HOVE_NETWORK_PREFI X (nobi | e node not
aut hori zed for one or nore of the requesting honme network
prefixes).

Upon accepting the request, the local nobility anchor MJST create
a Binding Cache entry for the nobile node. It nust set the
fields in the Binding Cache entry to the accepted val ues for that
regi stration.

If there is no existing bi-directional tunnel to the nobile
access gateway that sent the request, the local nobility anchor
MUST establish a bi-directional tunnel to that nobile access
gateway. Considerations from Section 5.6.1 MJST be applied for
managi ng the dynamically created bi-directional tunnel

The local nobility anchor MUST create a prefix route(s) over the
tunnel to the nobile access gateway for forwarding any traffic
received for the nobile node’s hone network prefix(es) associated
with this nmobility session. The created tunnel and the routing
state MJUST result in the forwardi ng behavior on the | ocal

mobi ity anchor as specified in Section 5.6. 2.

The | ocal nobility anchor MJUST send the Proxy Binding

Acknow edgenent nessage with the Status field set to 0 (Proxy
Bi ndi ng Update Accepted). The nessage MJST be constructed as
specified in Section 5.3.6.

Bi ndi ng Lifetinme Extension (No Handoff)

Upon accepting the Proxy Binding Update nessage for extending the
binding lifetine, received fromthe sanme nobil e access gat eway
(if the Proxy-CoA in the Binding Cache entry is the sane as the
Proxy-CoA in the request) that |ast updated the binding, the

| ocal nobility anchor MJUST update the Binding Cache entry with
the accepted registration val ues.

The | ocal nobility anchor MJUST send the Proxy Binding

Acknow edgenent nessage with the Status field set to 0 (Proxy
Bi ndi ng Update Accepted). The nessage MJST be constructed as
specified in Section 5.3.6.
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5.3.4.

1

5. 3.

5.

Bi nding Lifetinme Extension (After Handoff)

Upon accepting the Proxy Binding Update nessage for extending the
binding lifetine, received froma new nobile access gateway (if
the Proxy-CoA in the Binding Cache entry does not match the
Proxy-CoA in the request) where the nobile node’s nmobility
session is handed off, the local nobility anchor MJST update the
Bi ndi ng Cache entry with the accepted registration val ues.

The local nobility anchor MJUST renpve the previously created
route(s) for the nobile node’s hone network prefix(es) associated
with this nmobility session. Additionally, if there are no other
nmobi | e nodes sharing the dynam cally created bi-directional

tunnel to the previous nobile access gateway, the tunnel SHOULD
be del eted, applying considerations fromsection 5.6.1 (if the
tunnel is a dynanmically created tunnel and not a fixed pre-
establ i shed tunnel).

If there is no existing bi-directional tunnel to the nobile
access gateway that sent the request, the local nobility anchor
MUST establish a bi-directional tunnel to that nobile access
gateway. Considerations from Section 5.6.1 MJST be applied for
managi ng the dynamically created bi-directional tunnel

The local nobility anchor MJST create prefix route(s) over the
tunnel to the nobile access gateway for forwarding any traffic
received for the nobile node’s hone network prefix(es) associated
with that nobility session. The created tunnel and routing state
MUST result in the forwardi ng behavior on the local nobility
anchor as specified in Section 5.6. 2.

The | ocal nobility anchor MJUST send the Proxy Binding

Acknow edgenent nessage with the Status field set to 0 (Proxy
Bi ndi ng Update Accepted). The nessage MJST be constructed as
specified in Section 5.3.6.

Bi ndi ng De-Regi stration

If the received Proxy Binding Update nessage with the lifetine
val ue of zero, has a Source Address in the |IPv6 header (or the
address in the Alternate Care-of Address option, if the option is
present) different fromwhat is present in the Proxy-CoA field in
t he Bi nding Cache entry, the local nobility anchor MJST ignore

t he request.

Upon accepting the Proxy Binding Update nessage, with the
lifetinme value of zero, the local nobility anchor MUST wait for
M nDel ayBef or eBCEDel et e anmount of time, before it deletes the
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Bi ndi ng Cache entry. However, it MJST send the Proxy Binding
Acknow edgenent nessage with the Status field set to 0O (Proxy
Bi ndi ng Update Accepted). The nessage MJST be constructed as
specified in Section 5.3.6.

* During this wait period, the local nobility anchor SHOULD drop
the nobile node’s data traffic.

* During this wait period, if the local nobility anchor receives
a valid Proxy Binding Update nessage for the same nobility
session with the lifetinme value of greater than zero, and if
that request is accepted, then the Binding Cache entry MJST
NOT be del eted, but must be updated with the newly accepted
regi stration values, and the wait period should be ended.

* By the end of this wait period, if the local nmobility anchor
did not receive any valid Proxy Binding Update nessages for
this nmobility session, then it MJST del ete the Bi nding Cache
entry and renpve the routing state created for that nobility
session. The local nobility anchor can potentially reassign
the prefix(es) associated with this mobility session to other
nobi | e nodes.

5.3.6. Constructing the Proxy Bindi ng Acknow edgenent Message
o The local nobility anchor, when sending the Proxy Binding
Acknowl edgenent nessage to the nobil e access gateway, MJST
construct the nessage as specified bel ow

| Pv6 header (src=LMAA, dst=Proxy-CoA)
Mobi lity header

- BA /* P flag nmust be set to value of 1 */
Mobility Options

- Mobil e Node Identifier option (mandat ory)
- Honme Network Prefix option(s) (mandat ory)
- Handof f Indicator option (mandat ory)
- Access Technol ogy Type option (rmandat ory)
- Tinmestanp option (optional)
- Mobil e Node Link-layer Identifier option (optional)
- Link-1ocal Address option (optional)

Fi gure 6: Proxy Bi ndi ng Acknow edgenent Message For mat
0 The Source Address field in the I Pv6 header of the nessage MJST be

set to the destination address of the received Proxy Binding
Updat e nmessage.
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0 The Destination Address field in the | Pv6 header of the nmessage
MJUST be set to the source address of the received Proxy Binding
Updat e nmessage. Wien there is no Alternate Care-of Address option
present in the request, the destination address is the sane as the
Proxy- CoA; otherw se, the address nmay not be the same as the
Pr oxy- CoA.

0 The Mbile Node ldentifier option [ RFC4283] MJST be present. The
identifier field in the option MIST be copied fromthe Mbile Node
Identifier option in the received Proxy Binding Update nessage.

If the option was not present in the request, the identifier in
the option MJST be set to a zero length identifier.

0 At |east one Home Network Prefix option MJST be present.

* |f the Status field is set to a value greater than or equal to
128, i.e., if the Proxy Binding Update is rejected, all the
Hone Network Prefix options that were present in the request
(along with their prefix values) MJST be present in the reply.
But, if there was no Hone Network Prefix option present in the
request, then there MJST be only one Home Network Prefix option
with the value in the option set to ALL_ZERO

* For all other cases, there MJIST be a Hone Network Prefix option
for each of the assigned hone network prefixes (for that
mobility session), and with the prefix value in the option set
to the allocated prefix val ue.

o The Handoff |ndicator option MJST be present. The handoff
indicator field in the option MJST be copied fromthe Handoff
I ndi cator option in the received Proxy Binding Update nessage. |If
the option was not present in the request, the value in the option
MJUST be set to zero.

0 The Access Technol ogy Type option MJUST be present. The access
technol ogy type field in the option MJUST be copied fromthe Access
Technol ogy Type option in the received Proxy Binding Update
nessage. |If the option was not present in the request, the val ue
in the option MJIST be set to zero.

0 The Tinmestanp option MJUST be present only if the sane option was
present in the received Proxy Binding Update nmessage and MJUST NOT
be present otherwi se. Considerations from Section 5.5 nust be
applied for constructing the Tinestanp opti on.

o The Mobile Node Link-layer Identifier option MJIST be present only

if the sane option was present in the received Proxy Binding
Updat e message and MJST NOT be present otherwi se. The |ink-Iayer
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5.

4.

identifier value MJST be copied fromthe Mbile Node Link-Iayer
Identifier option present in the received Proxy Binding Update
nmessage.

The Link-1ocal Address option MJST be present only if the sane
option was present in the received Proxy Binding Update nessage
and MJST NOT be present otherwise. |If the Status field in the
reply is set to a value greater than or equal to 128, i.e., if the
Proxy Binding Update is rejected, then the Iink-local address from
the request MJST be copied to the Link-I1ocal Address option in the
reply, otherwi se the follow ng considerations apply.

* |f the received Proxy Binding Update nessage has the Link-Iocal
Address option with ALL_ZERO value and if there is an existing
Bi ndi ng Cache entry associated with this request, then the
link-1ocal address fromthe Binding Cache entry MJST be copied
to the Link-1ocal Address option in the reply.

* |f the received Proxy Binding Update nmessage has the Link-I ocal
Address option with ALL_ZERO value and if there is no existing
Bi ndi ng Cache entry associated with this request, then the
| ocal nmobility anchor MJUST generate the |ink-local address that
the nobil e access gateway can use on the point-to-point |ink
shared with the nobile node. This generated address MJST be
copied to the Link-local Address option in the reply. The same
address MJST al so be copied to the |ink-1ocal address field of
Bi ndi ng Cache entry created for this nobility session.

* |f the received Proxy Binding Update nmessage has the Link-Iocal
Address option with NON_ZERO val ue, then the Iink-local address
fromthe request MJST be copied to the Link-local Address
option in the reply. The sane address MJST al so be copied to
the link-local address field of the Binding Cache entry
associated with this request (after creating the Binding Cache
entry, if one does not exist).

If IPsec is used for protecting the signaling nessages, the
nessage MUST be protected using the security association existing
between the local mobility anchor and the nobil e access gateway.

Unlike in Mbile IPv6 [RFC3775], the Type 2 Routing header MJST
NOT be present in the | Pv6 header of the packet.

Mul ti homi ng Support

This specification allows nobile nodes to connect to a Proxy Mbile
| Pv6 domain through multiple interfaces for sinmultaneous access. The
following are the key aspects of this multihom ng support.
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5.

4.

1.

When a nobil e node connects to a Proxy Mobile | Pv6 domai n through
multiple interfaces for sinultaneous access, the local nobility
anchor MJUST allocate a nobility session for each of the attached
interfaces. Each nobility session should be managed under a
separate Binding Cache entry and with its own lifetine.

The local mobility anchor MAY all ocate nore than one home network

prefix for a given interface of the nobile node. However, all the
prefixes associated with a given interface MJST be nanaged as part
of one nmobility session, associated with that interface.

The local nobility anchor MJUST allow for a handoff between two

different interfaces of a nobile node. 1In such a scenario, al
t he hone network prefixes associated with one interface (part of
one mobility session) will be associated with a different

interface of the nobile node. The decision on when to create a
new nobility session and when to update an existing nmobility
sessi on MUST be based on the Handover hint present in the Proxy
Bi ndi ng Update nessage and under the considerations specified in
this section.

Bi ndi ng Cache Entry Lookup Considerations

There can be nmultiple Binding Cache entries for a given nobile node.
When doing a | ookup for a nobile node’ s Binding Cache entry for
processing a received Proxy Binding Update nessage, the |ocal
nmobi l ity anchor MJUST apply the follow ng multi hom ng consi derations
(in the bel ow specified order, starting with Section 5.4.1.1). These
rul es are chained with the processing rules specified in Section 5. 3.

5.4.1.1. Home Network Prefix Option (NON_ZERO Val ue) Present in the

Request
s s ——(—————r———————r 1
Regi strati on/ De- Regi strati on Message |
s s ——(—————r———————r 1
At | east one HNP Option with NON ZERO Val ue
s s ——(—————r———————r 1
ATT |
s s ——(—————r———————r 1
MN-LL-Identifier Opt Present | M\-LL-ldentifier Opt Not Present
s s ——(—————r———————r 1
Hi |
BCE Lookup Key: Any of the Hone Network Prefixes fromthe request |
s s ——(—————r———————r 1

Figure 7: Binding Cache Entry (BCE) Lookup Using Home Network Prefix
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If there is at |east one Home Network Prefix option present in the
request with a NON_ZERO prefix value and irrespective of the presence
of the Mbile Node Link-layer ldentifier option in the request, the
foll owi ng consi derati ons MJST be applied. |If there is nore than one
i nstance of the Home Network Prefix option, any one of the Hone
Network Prefix options present in the request (w th NON_ZERO prefix
val ue) can be used for locating the Binding Cache entry.

1. The local nobility anchor MJUST verify if there is an existing
Bi ndi ng Cache entry with one of its hone network prefixes
mat ching the prefix value in one of the Hone Network Prefix
options of the received Proxy Binding Update nessage.

2. If a Binding Cache entry does not exist (with one of its hone
network prefixes in the Binding Cache entry matching the prefix
value in one of the Hone Network Prefix options of the received
Proxy Bi ndi ng Update nessage), the request MJST be considered as
a request for creating a new nmobility session

3. If there exists a Binding Cache entry (with one of its home
network prefixes in the Binding Cache entry matching the prefix
value in one of the Hone Network Prefix options of the received
Proxy Bi nding Update nessage), but if the nobile node identifier
in the entry does not match the nobile node identifier in the
Mobi |l e Node Identifier option of the received Proxy Binding
Updat e nmessage, the local nobility anchor MJST reject the request
with the Status field value set to
NOT_AUTHORI ZED_FOR_HOVE_NETWORK_PREFI X (robi | e node is not
aut hori zed for one or nore of the requesting hone network
prefixes).

4. |f there exists a Binding Cache entry (matching M\-ldentifier and
one of its home network prefixes in the Binding Cache entry
mat ching the prefix value in one of the Hone Network Prefix
options of the received Proxy Binding Update nessage), but if al
the prefixes in the request do not match all the prefixes in the
Bi ndi ng Cache entry, or if they do not match in count, then the
I ocal nobility anchor MJUST reject the request with the Status
field value set to BCE_PBU PREFI X SET_DO NOT_MATCH (all the hone
network prefixes listed in the BCE do not match all the prefixes
in the received PBU).

5. If there exists a Binding Cache entry (matching M\-ldentifier and
all the hone network prefixes in the Binding Cache entry matching
all the hone network prefixes in the received Proxy Binding
Updat e nmessage) and if any one or nore of these bel ow stated
conditions are true, the request MJST be considered as a request
for updating that Binding Cache entry.
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If there is a Mbile Node Link-layer ldentifier option present
in the request and if the link-layer identifier in the option
matches the link-layer identifier of the Binding Cache entry
and the access technol ogy type in the Access Technol ogy Type
option present in the request matches the access technol ogy
type in the Binding Cache entry.

If the Handoff Indicator field in the Handoff | ndicator option
present in the request is set to a value of 2 (Handoff between
two different interfaces of the nobile node).

If there is no Mobile Node Link-layer Identifier option
present in the request, the link-layer identifier value in the
Bi ndi ng Cache entry is set to ALL_ZERO the access technol ogy
type field in the Access Technol ogy Type option present in the
request matches the access technol ogy type in the Binding
Cache entry, and if the Handoff Indicator field in the Handoff
I ndi cator option present in the request is set to a value of 3
(Handof f between nobil e access gateways for the sane

i nterface).

If the Proxy-CoA in the Binding Cache entry matches the source
address of the request (or the address in the Alternate
Care-of Address option, if the option is present) and if the
access technology type field in the Access Technol ogy Type
option present in the request matches the access technol ogy
type in the Binding Cache entry.

6. For all other cases, the nessage MJST be considered as a request
for creating a new nobility session. However, if the received
Proxy Bi ndi ng Update nessage has the lifetinme value of zero and
if the request cannot be associated with any existing nobility
session, the nessage MJUST be silently ignored.
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5.4.1.2. Mobile Node Link-layer Identifier Option Present in the

Request
S s s —————————— ¥
| Regi stration/ De- Regi strati on Message |
S s s —————————— ¥
| No HNP option with a NON_ZERO Val ue |
S s s —————————— ¥
| ATT |
S s s —————————— ¥
| MN-LL-Identifier Option Present (NON_ZERO Val ue) |
S s s —————————— ¥
I HI I
| BCE Lookup Keys: (M\-ldentifier + ATT + MN-LL-Identifier) |
S s s —————————— ¥

Fi gure 8: BCE Lookup Using Link-layer ldentifier

If there is no Hone Network Prefix option present in the request with
a NON _ZERO prefix value, but if there is a Mbile Node Link-Iayer
Identifier option present in the request, then the follow ng

consi derati ons MJST be applied for |ocating the Binding Cache entry.

1. The local nmobility anchor MJUST verify if there is an existing
Bi ndi ng Cache entry, with the nobile node identifier matching the
identifier in the received Mbile Node Identifier option, access
technol ogy type matching the value in the received Access
Technol ogy Type option, and the link-layer identifier value
matching the identifier in the received Mbile Node Link-I|ayer
| dentifier option.

2. If there exists a Binding Cache entry (matching M\-Identifier,
Access Technol ogy Type (ATT), and M\-LL-ldentifier), the request
MUST be considered as a request for updating that Bindi ng Cache
entry.

3. If there does not exist a Binding Cache entry (rmatching M\
Identifier, ATT, and M\-LL-Identifier) and the Handoff | ndicator
field in the Handoff Indicator option present in the request is
set to a value of 2 (Handoff between two different interfaces of
the nobile node). The local nmobility anchor MJST apply the
foll ow ng additional considerations.

* The local nobility anchor MJUST verify if there exists one and
only one Binding Cache entry with the nobile node identifier
matching the identifier in the Mbile Node Identifier option
present in the request and for any link-layer identifier
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value. |If there exists only one such entry (nmatching the M\
Identifier), the request MJST be considered as a request for
updating that Binding Cache entry.

4. |f there does not exist a Binding Cache entry (matching M\
Identifier, ATT, and MN-LL-Identifier) and if the Handoff
I ndicator field in the Handoff I|ndicator option present in the
request is set to a value of 4 (Handoff state unknown), the | oca
mobi ity anchor MUST apply the foll owing additional
consi derati ons.

* The local nobility anchor MJUST verify if there exists one and
only one Binding Cache entry with the nobile node identifier
matching the identifier in the Mbile Node Identifier option
present in the request and for any link-layer identifier
value. |If there exists only one such entry (nmatching the M\
Identifier), the local nmobility anchor SHOULD wait until the
exi sting Binding Cache entry is de-registered by the
previ ously serving nobil e access gateway, before the request
can be considered as a request for updating that Binding Cache
entry. However, if there is no de-registration nessage that
is received within MaxDel ayBef or eNewBCEAssi gn anount of tine,
the local nobility anchor, upon accepting the request, MJST
consi der the request as a request for creating a new nobility
session. The local nobility anchor MAY al so choose to create
a new nobility session without waiting for a de-registration
nessage, and this should be configurable on the local mobility
anchor.

5. For all other cases, the nessage MJST be considered as a request
for creating a new nobility session. However, if the received
Proxy Bi ndi ng Update nessage has the lifetinme value of zero and
if the request cannot be associated with any existing nobility
session, the nessage MJUST be silently ignored.
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5.4.1.3. Mobile Node Link-layer Identifier Option Not Present in the

Request
S s s —————————— ¥
| Regi stration/ De- Regi strati on Message |
S s s —————————— ¥
| No HNP option with a NON_ZERO Val ue |
S s s —————————— ¥
| ATT |
S s s —————————— ¥
| M\-LL-1dentifier Option Not Present |
S s s —————————— ¥
I HI I
| BCE Lookup Key: (M\-Identifier) |
S s s —————————— ¥

Fi gure 9: BCE Lookup Using Mbile Node ldentifier

If there is no Hone Network Prefix option present in the request with
a NON _ZERO prefix value and if there is also no Mbil e Node Link-

| ayer ldentifier option present in the request, then the follow ng
consi derati ons MJST be applied for |ocating the Binding Cache entry.

1. The local nmobility anchor MJUST verify if there exists one and
only one Binding Cache entry with the nobil e node identifier
matching the identifier in the Mbile Node Identifier option
present in the request.

2. If there exists only one such entry (matching the M\-I1dentifier)
and the Handoff Indicator field in the Handoff | ndicator option
present in the request is set to a value of 2 (Handoff between
two different interfaces of the nobile node) or set to a val ue of
3 (Handoff between nobil e access gateways for the sane
interface), then the request MJST be considered as a request for
updati ng that Bi nding Cache entry.

3. If there exists only one such entry (matching the M\-Identifier)
and the Handoff Indicator field in the Handoff | ndicator option
present in the request is set to a value of 4 (Handoff state
unknown), the local nobility anchor SHOULD wait until the
exi sting Binding Cache entry is de-registered by the previously
serving nobil e access gateway before the request can be
consi dered as a request for updating that Binding Cache entry.
However, if there is no de-registration nessage that is received
wi t hi n MaxDel ayBef or eNewBCEAssi gn anobunt of tinme, the |oca
nmobi ity anchor, upon accepting the request, MJST consider the
request as a request for creating a new nobility session. The
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| ocal nobility anchor MAY al so choose to create a new nmobility
session without waiting for a de-registrati on nessage, and this
shoul d be configurable on the local nobility anchor.

4. For all other cases, the nmessage MJST be considered as a request
for creating a new nobility session. However, if the received
Proxy Bi ndi ng Update nessage has the lifetinme value of zero and
if the request cannot be associated with any existing nobility
session, the nessage MJUST be silently ignored.

5.5. Tinestanp Option for Message Ordering

Mobil e 1 Pv6 [ RFC3775] uses the Sequence Nunber field in binding
regi stration nmessages as a way for the home agent to process the

bi ndi ng updates in the order they were sent by a nobile node. The
honme agent and the nobile node are required to manage this counter
over the lifetime of a binding. However, in Proxy Mbile | Pv6, as
the nobil e node noves from one nobile access gateway to another and
in the absence of mechani snms such as context transfer between the
nmobi | e access gateways, the serving nobile access gateway will be
unabl e to deternine the sequence nunber that it needs to use in the
signaling nessages. Hence, the sequence nunber schenme, as specified
in [RFC3775], will be insufficient for Proxy Mbile |Pv6.

If the local mobility anchor cannot determ ne the sending order of
the received Proxy Binding Update nessages, it nmay potentially
process an ol der nmessage sent by a nobil e access gateway where the
nmobi | e node was previously anchored, but delivered out of order,
resulting in incorrectly updating the nobile node’s Binding Cache
entry and creating a routing state for tunneling the nobile node’s
traffic to the previous nobile access gateway.

For solving this problem this specification adopts two alternative
solutions. One is based on tinmestanps and the ot her based on
sequence nunbers, as defined in [ RFC3775].

The basic principle behind the use of tinmestanps in binding

regi stration nmessages is that the node generating the nmessage inserts
the current time of day, and the node receiving the nessage checks
that this timestanp is greater than all previously accepted

ti mestanps. The tinmestanp-based solution may be used when the
serving nobil e access gateways in a Proxy Mobile | Pv6 donain do not
have the ability to obtain the |ast sequence nunber that was sent in
a Proxy Binding Update nmessage for updating a given nobile node’s

bi ndi ng.
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Clock drift reduces the effectiveness of the tinmestanp nechani sm

The tinme required for reconnection is the total of the time required
for the nobile node to roam between two nobil e access gat eways and
the time required for the serving nobile access gateway to detect the
nmobi | e node on its access link and construct the Proxy Bi nding Update
message. |If the clock skew on any one of these two nei ghboring
nmobi | e access gateways (relative to the conmon tinme source used for

cl ock synchroni zation) is nore than half this reconnection tinme, the
timestanp solution will not predictably work in all cases and hence
SHOULD NOT be used.

As an alternative to the Ti mestanp-based approach, the specification
al so allows the use of Sequence- Nunber-based scheme, as specified in
[ RFC3775]. However, for this schene to work, the serving nobile
access gateway in a Proxy Mbile I Pv6 domain MJST have the ability to
obtain the | ast sequence nunber that was sent in a binding

regi stration nessage for that nobility session. The sequence nunber
MUST be mai ntained on a nobile node’'s per nobility session basis and
MJST be available to the serving nobile access gateway. This nmay be
achi eved by using context transfer schenes or by maintaining the
sequence nunber in a policy store. However, the specific details on
how t he nobil e node’s sequence nunber is nmade available to the
serving nobil e access gateway prior to sending the Proxy Binding
Updat e nmessage is outside the scope of this docunent.

Usi ng the Ti mest anp- Based Approach

1. A local nmobility anchor inplenmentation MJST support the Tinestanp
option. |If the Timestanp option is present in the received Proxy
Bi ndi ng Updat e nessage, then the |ocal nobility anchor MJST
include a valid Tinmestanp option in the Proxy Binding
Acknow edgenment nessage that it sends to the nobile access
gat enay.

2. Al the nobility entities in a Proxy Mbile |Pv6 domain that are
exchangi ng bi nding regi stration nmessages using the Tinestanp
opti on MUST have adequately synchronized tinme-of-day cl ocks.
This is the essential requirement for this solution to work. |If
this requirenment is not net, the solution will not predictably
work in all cases.

3. The nobility entities in a Proxy Mbile | Pv6 domain SHOULD
synchroni ze their clocks to a common tine source. For
synchroni zi ng the clocks, the nodes MAY use the Network Tine
Protocol [RFC4330]. Deploynents MAY al so adopt ot her approaches
suitable for that specific deploynent. Alternatively, if there
is a nobile node generated tinestanp that is increasing at every
attachment to the access link and if that tinmestanp is avail able
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to the nobile access gateway (e.g., the Tinmestanp option in the
SEND [ RFC3971] messages that the nobile node sends), the nobile
access gateway can use this timestanp or sequence nunber in the
Proxy Bi ndi ng Update nessages and does not have to depend on any
external clock source. However, the specific details on howthis
is achieved are outside the scope of this docunent.

4. \When generating the tinestanp value for building the Tinmestanp
option, the nobility entities MJST ensure that the generated
timestanp is the el apsed tinme past the sane reference epoch, as
specified in the format for the Timestanp option (Section 8.8).

5. If the Tinmestanp option is present in the received Proxy Binding
Updat e nmessage, the local nobility anchor MUST ignore the
sequence nunber field in the nmessage. However, it MJST copy the
sequence nunber fromthe received Proxy Binding Update nmessage to
t he Proxy Bi ndi ng Acknow edgenent nessage.

6. Upon receipt of a Proxy Binding Update nessage with the Tinmestanp
option, the local nobility anchor MJST check the timestanp field
for validity. |In order for it to be considered valid, the
foll owi ng MJST be true.

*  The tinestanp val ue contained in the Tinmestanp option MJST be
cl ose enough (wi thin TinestanpValidityWndow anount of tine
difference) to the local nobility anchor’s time-of-day clock
However, if the flag Mbil eNodeGener at edTi mest anpl nUse i s set
to a value of 1, the local nobility anchor MJST ignore this
check and performonly the follow ng check

* The tinmestanp MJST be greater than all previously accepted
timestanps in the Proxy Binding Update nessages sent for that
nobi | e node.

7. 1f the timestanp value in the received Proxy Binding Update is
valid (validity as specified in the above considerations) or if
the flag Mbil eNodeCGener at edTi nest anpl nUse is set to value of 1,
the local nobility anchor MJUST return the sane tinestanp value in
the Timestanp option included in the Proxy Binding
Acknow edgenent nessage that it sends to the nobile access
gat eway.

8. If the tinmestanp value in the received Proxy Binding Update is
| ower than the previously accepted tinestanp in the Proxy Binding
Updat e nmessages sent for that nmobility binding, the |ocal
mobi ity anchor MJUST reject the Proxy Binding Update nessage and
send a Proxy Bindi ng Acknow edgenent nessage with the Status
field set to TI MESTAMP_LOAER THAN_PREV_ACCEPTED ( Ti mest anp | ower
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than previously accepted tinmestanp). The nessage MJST al so
include the Tinestanp option with the value set to the current
time of day on the local mobility anchor.

9. If the tinmestanp value in the received Proxy Binding Update is
not valid (validity as specified in the above considerations),
the local nobility anchor MJST reject the Proxy Binding Update
and send a Proxy Bi ndi ng Acknow edgenent nmessage with the Status
field set to TI MESTAMP_M SMATCH (Ti nestanp m smatch). The
nmessage MJST al so include the Tinmestanp option with the val ue set
to the current tinme of day on the local nobility anchor.

Usi ng the Sequence- Number - Based Approach:

1. If the Tinmestanp option is not present in the received Proxy
Bi ndi ng Updat e nessage, the local nobility anchor MJUST fall back
to the Sequence- Nunber-based schenme. |t MJST process the

sequence nunber field as specified in [RFC3775]. Also, it MJST
NOT include the Tinmestanp option in the Proxy Binding

Acknow edgenent nessages that it sends to the nobile access

gat eway.

2. An inplenentation MJST support the Sequence-Nunber-based schene,
as specified in [ RFC3775].

3. The Sequence- Nunber - based approach can be used only when there is
some nechani sm (such as context transfer procedure between nobile
access gateways) that allows the serving nobile access gateway to
obtain the | ast sequence nunmber that was sent in a Proxy Binding
Updat e nmessage for updating a given nobile node’s binding.

5.6. Routing Considerations
5.6.1. Bi-Directional Tunnel Managenent

The bi-directional tunnel MJST be used for routing the nobile node’s
data traffic between the nobile access gateway and the | ocal nobility
anchor. A tunnel hides the topology and enabl es a nobil e node to use
address(es) fromits home network prefix(es) fromany access link in
that Proxy Mobile IPv6 domain. A tunnel may be created dynam cally
when needed and renoved when not needed. However, inplenentations
MAY choose to use static pre-established tunnels instead of
dynamically creating and tearing them down on a need basis. The
foll ow ng considerations MUST be applied when using dynam cally
created tunnels.
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A bi-directional tunnel MJST be established between the | ocal
nobi ity anchor and the nobil e access gateway and the | ocal

nmobi lity anchor with I Pv6-in-1Pv6 encapsul ati on, as described in
[ RFC2473]. The tunnel endpoints are the Proxy-CoA and LMAA
However, when using |Pv4 transport, the endpoints of the tunnel
are | Pv4- LMAA and | Pv4- Proxy-CoA with the encapsul ati on node as
specified in [|PV4-PM P6] .

I mpl erent ati ons MAY use a software tinmer for managing the tunne
lifetinme and a counter for keeping a count of all the nobile nodes
that are sharing the tunnel. The timer value can be set to the
accepted binding lifetine and can be updated after each periodic
re-registration for extending the lifetine. |If the tunnel is
shared for multiple nobile nodes, the tunnel lifetinme nmust be set
to the highest binding lifetinme that is granted to any one of
those nmobil e nodes sharing that tunnel.

The tunnel SHOULD be del eted when either the tunnel lifetine
expires or when there are no nobile nodes sharing the tunnel.

Forwar di ng Consi der ati ons

Intercepting Packets Sent to the Mobile Node's Honme NetworKk:

(0]

When the local nobility anchor is serving a nobile node, it MJST
be able to receive packets that are sent to the nobile node’'s home
network. In order for it to receive those packets, it MJST
advertise a connected route in to the Routing Infrastructure for
the nobile node’s home network prefix(es) or for an aggregated
prefix with a |arger scope. This essentially enables IPv6 routers
in that network to detect the I ocal nobility anchor as the | ast-
hop router for the nobile node’s home network prefix(es).

Forwar di ng Packets to the Mbile Node:

(0]

On receiving a packet froma correspondent node with the
destinati on address matching a nobile node’s home network
prefix(es), the local nmobility anchor MJUST forward the packet
t hrough the bi-directional tunnel set up for that nobile node.

The format of the tunnel ed packet is shown below. Considerations
from|[RFC2473] MUST be applied for | Pv6 encapsul ation. However,
when using | Pv4 transport, the format of the packet is as
described in [|PV4-PM P6] .
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| Pv6 header (src= LMAA, dst= Proxy-CoA /* Tunnel Header */
| Pv6 header (src= CN, dst= MN-HOA ) /* Packet Header */
Upper | ayer protocols / * Packet Content*/

Fi gure 10: Tunnel ed Packet from LMA to MAG

o0 The format of the tunnel ed packet is shown bel ow, when payl oad
protection using | Psec is enabled for the nobile node’'s data
traffic. However, when using IPv4 transport, the format of the
packet is as described in [IPV4-PM P6] .

| Pv6 header (src= LMAA, dst= Proxy-CoA /* Tunnel Header */
ESP Header in tunnel node /* ESP Header */

| Pv6 header (src= CN, dst= MN\-HoA ) /* Packet Header */

Upper | ayer protocols / * Packet Content*/

Figure 11: Tunnel ed Packet from LMA to MAG with Payl oad Protection

Forwar di ng Packets Sent by the Mbile Node:

o Al the reverse tunnel ed packets that the local nobility anchor
received fromthe nobile access gateway, after renoving the tunnel
header MJST be routed to the destination specified in the inner
packet header. These routed packets will have the Source Address
field set to the nobile node’s hone address. Considerations from
[ RFC2473] MUST be applied for 1 Pv6 decapsul ati on.

5.6.3. Explicit Congestion Notification (ECN) Considerations for Proxy
Mobil e 1 Pv6 Tunnel s

This section describes how the ECN i nformati on needs to be handl ed by
the nobility agents at the tunnel entry and exit points. The ECN
considerations for IP tunnels are specified in [RFC3168], and the
same considerations apply to Proxy Mbile IPv6 tunnels (using |Pv6-
in-1Pv6 encapsul ation nmode). Specifically, the full-functionality
opti on MUST be supported. The relevant ECN considerations from

[ RFC3168] are summari zed here for conveni ence.

Encapsul ati on Consi derati ons:

o If the Explicit Congestion Notification (ECN) field in the inner
header is set to ECT(0) or ECT(1), where ECT stands for ECN
Capabl e Transport (ECT), the ECN field fromthe inner header MJST
be copied to the outer header. Additionally, when payl oad
protection using | Psec is enabled for the nobile node’'s data
traffic, the ECN considerations from|[RFC4301] MJST be applied.
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Decapsul ati on Consi derati ons:

o If the Explicit Congestion Notification (ECN) field in the inner
header is set to ECT(0) or ECT(1), and if the ECN field in the
outer header is set to Congestion Experienced (CE), then the ECN
field in the inner header MIST be set to CEE Oherw se, the ECN
field in the inner header MJUST NOT be nodified. Additionally,
when payl oad protection using |IPsec is enabled for the nobile
node’'s data traffic, the ECN considerations from|[RFC4301] MJST be
appl i ed.

5.7. Local Mobility Anchor Address Discovery

Dynam ¢ Honme Agent Address Di scovery (DHAAD), as explained in Section
10.5 of [RFC3775], allows a nobile node to discover all the honme
agents on its hone link by sending an | CMP Honme Agent Address

Di scovery Request nessage to the Mbile | Pv6 Hone Agent’s anycast
address, derived fromits hone network prefix.

The DHAAD nessage in the current form cannot be used in Proxy Mbile
| Pv6 for discovering the address of the nobile node’s | ocal nobility
anchor. In Proxy Mbile IPv6, the local nobility anchor will not be
abl e to receive any nessages sent to the Mbile |IPv6 Honme Agent’s
anycast address corresponding to the nobile node’s home network
prefix(es), as the prefix(es) is not hosted on any of its interfaces.
Further, the nobile access gateway will not predictably be able to

| ocate the serving local nobility anchor that has the nobile node' s
bi ndi ng cache entry. Hence, this specification does not support
Dynam ¢ Honme Agent Address Di scovery protocol

In Proxy Mobile IPv6, the address of the |ocal nobility anchor
configured to serve a nobile node can be discovered by the nmobility
access gateway entity via other means. The LMA to be assigned to a
nmobi | e node nmay be a configured entry in the nobile node’s policy
profile, or it may be obtained through nmechani sns outside the scope
of this docunent.

5.8. Mobile Prefix Discovery Considerations
This specification does not support nobile prefix discovery. The

nmobi | e prefix discovery nmechani smas specified in [ RFC3775] is not
applicable to Proxy Mbile |IPv6.
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5.9. Route Optimzation Considerations

The Route Optimnization in Mbile IPv6, as defined in [ RFC3775],
enabl es a nobile node to communicate with a correspondent node
directly using its care-of address and further the Return Routability
procedure enabl es the correspondent node to have reasonabl e trust
that the nobile node is reachable at both its honme address and
care-of address.

This specification does not support the Route Optinization specified
in Mbile IPv6 [ RFC3775]. However, this specification does support
anot her formof route optimzation, as specified in Section 6.10. 3.

6. Mobile Access Gateway Operation

The Proxy Mbile | Pv6 protocol described in this docunent introduces
a new functional entity, the nobile access gateway (MAG. The nobile
access gateway is the entity that is responsible for detecting the
nobi | e node’s novenents to and fromthe access |link and sending the
Proxy Bi ndi ng Update nessages to the local nmobility anchor. In
essence, the nobile access gateway perforns nobility managenment on
behal f of a nobile node.

The nobil e access gateway is a function that typically runs on an
access router. However, inplenentations MAY choose to split this
function and run it across multiple systens. The specifics on how
that is achieved or the signaling interactions between those
functional entities are beyond the scope of this docunent.

The nobil e access gateway has the follow ng key functional roles:

o It is responsible for detecting the nobile node’'s novenents on the
access link and for initiating the nmobility signaling with the
nobi | e node’s local nobility anchor.

o Emulation of the nobile node’s home |ink on the access |ink by
sendi ng Router Advertisenent nessages containing the nobile node’s
hone network prefix(es), each prefix carried using the Prefix
I nformation option [ RFC4861].

0 Responsible for setting up the forwarding for enabling the nobile

node to configure one or nore addresses fromits hone network
prefix(es) and use it fromthe attached access I|ink.
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6.1. Extensions to Binding Update List Entry Data Structure

Every nobil e access gateway MJST maintain a Binding Update List.
Each entry in the Binding Update List represents a nobile node’'s
mobility binding with its local nobility anchor. The Bi ndi ng Update
List is a conceptual data structure, described in Section 11.1 of

[ RFC3775] .

For supporting this specification, the conceptual Binding Update List
entry data structure needs be extended with the follow ng additional
fields.

o0 The identifier of the attached nobile node, M\-Identifier. This
identifier is acquired during the nobile node’s attachnment to the
access link through nechani snms outside the scope of this docunent.

o The link-layer identifier of the nobile node’ s connected
interface. This can be acquired fromthe received Router
Solicitation nessages fromthe nobile node or during the nobile
node’'s attachnment to the access network. This is typically a
i nk-1ayer identifier conveyed by the nobile node; however, the
specific details on how that is conveyed is out of scope for this
specification. If this identifier is not available, this variable
length field MJST be set to two (octets) and MJST be initialized
to a value of ALL_ZERO

o Alist of IPv6 hone network prefixes assigned to the nobile node’'s
connected interface. The hone network prefix(es) may have been
statically configured in the nobile node’'s policy profile, or, may
have been dynamically allocated by the local nobility anchor.

Each of these prefix entries will also include the corresponding
prefix |ength.

0 The Link-local address of the nobile access gateway on the access
link shared with the nobil e node.

0 The IPv6 address of the local nobility anchor serving the attached
nobi |l e node. This address is acquired fromthe nobile node’s
policy profile or from other neans.

o The interface identifier (if-id) of the point-to-point |ink
bet ween the nobile node and the nobile access gateway. This is
internal to the nobile access gateway and is used to associate the
Proxy Mbile IPv6 tunnel to the access |ink where the nobile node
i s attached.
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6.

2.

o The tunnel interface identifier (tunnel-if-id) of the bi-
directional tunnel between the nobile node’s |ocal nobility anchor
and the nobile access gateway. This is internal to the nobile
access gateway. The tunnel interface identifier is acquired
during the tunnel creation

Mobil e Node’s Policy Profile

A nmobile node’s policy profile contains the essential operational
paraneters that are required by the network entities for nanagi ng the
nobi |l e node’s nobility service. These policy profiles are stored in
a local or a renote policy store. The nobile access gateway and the
| ocal nmobility anchor MJUST be able to obtain a nobile node’s policy
profile. The policy profile MAY al so be handed over to a serving
nmobi | e access gateway as part of a context transfer procedure during
a handoff or the serving nobile access gateway MAY be able to
dynamically generate this profile. The exact details on howthis
achieved is outside the scope of this docunment. However, this
specification requires that a nobile access gateway serving a nobile
node MJUST have access to its policy profile.

The following are the mandatory fields of the policy profile:
o The nobile node’s identifier (M\-Identifier)

o0 The IPv6 address of the local nmobility anchor (LMAA)

The following are the optional fields of the policy profile:

0 The nobile node’s | Pv6 hone network prefix(es) assigned to the
nobi | e node’ s connected interface. These prefixes have to be
mai ntai ned on a per-interface basis. There can be nultiple unique
entries for each interface of the nobile node. The specific
details on how the network nmintains this associati on between the
prefix set and the interfaces, specially during the mobility
sessi on handof f between interfaces, is outside the scope of this
docunent .

0 The nobile node’s IPv6 home network Prefix lifetinme. This
lifetinme will be the sane for all the hosted prefixes on the link
as they all are part of one nobility session. This value can also
be the sane for all the nmobile node’s nobility sessions.

0 Supported address configuration procedures (Stateful, Stateless,
or both) for the nobile node in the Proxy Mbile |IPv6 domain
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6.3. Supported Access Link Types

This specification supports only point-to-point access link types,
and thus, it assumes that the nobile node and the nobil e access
gateway are the only two nodes on the access link. The link is
assuned to have nulticast capability.

This protocol may al so be used on other link types, as long as the
link is configured in such a way that it enul ates point-to-point
delivery between the nobil e node and the nobil e access gateway for
all the protocol traffic.

It is also necessary to be able to identify nobile nodes attaching to
the link. Requirenents relating to this are covered in Section 6.6.

Finally, while this specification can operate w thout |ink-Iayer

i ndi cati ons of node attachnment and detachnment to the link, the

exi stence of such indications either on the network or npbil e node
side inproves the resulting performance.

6.4. Supported Address Configuration Mdes

A mobile node in the Proxy Mobile I Pv6 donain can configure one or
nmore gl obal | Pv6 addresses on its interface (using Stateless,

St at ef ul address aut oconfiguration procedures or manual address
configuration) fromthe hosted prefix(es) on that link. The Router
Adverti senent nmessages sent on the access link specify the address
configuration nmethods permitted on that access link for that nobile
node. However, the advertised flags, with respect to the address

configuration, will be consistent for a nobile node, on any of the
access links in that Proxy Mbile IPv6 domain. Typically, these
configuration settings will be based on the domain-w de policy or

based on a policy specific to each nobil e node.

When statel ess address autoconfiguration is supported on the access
Iink, the nobile node can generate one or nore | Pv6 addresses from
the hosted prefix(es) by standard | Pv6 nmechani sns such as Statel ess
Aut oconfi guration [ RFC4862] or Privacy extensions [ RFC4941].

When stateful address autoconfiguration is supported on the |ink, the
nmobi | e node can obtain the address configuration fromthe DHCP server
| ocated in the Proxy Mbile I Pv6 domain, by standard DHCP mechani sns,
as specified in [RFC3315]. The obtained address(es) will be fromits
honme network prefix(es). Section 6.11 specifies the details on how
this configuration can be achi eved.
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Additionally, other address configuration mechani sns specific to the
access |ink between the nobile node and the nobil e access gateway may
al so be used for delivering the address configuration to the nobile
node. This specification does not nodify the behavior of any of the
standard | Pv6 address configuration mechani sns.

6.5. Access Authentication and Mbile Node Identification

When a nobil e node attaches to an access |ink connected to the nobile
access gateway, the depl oyed access security protocols on that Iink
SHOULD ensure that the network-based nobility nmanagenment service is
offered only after authenticating and authorizing the nobile node for
that service. The exact specifics on howthis is achieved or the

i nteractions between the nobil e access gateway and the access
security service are outside the scope of this docunent. This
specification goes with the stated assunpti on of having an
establ i shed trust between the nobile node and the nobil e access
gateway before the protocol operation begins.

6.6. Acquiring Mbile Node's ldentifier

Al'l the network entities in a Proxy Mbile I Pv6 domain MJST be abl e
to identify a nobile node, using its M\-ldentifier. This identifier
MJST be stable and uni que across the Proxy Mobile | Pv6 domain. The
nmobility entities in the Proxy Mbile | Pv6 domain MJST be able to use
this identifier in the signaling nessages and unanbi guously identify
a given nobile node. The followi ng are sone of the considerations
related to this M\ldentifier.

o The MN\-Identifier is typically obtained as part of the access
authentication or froma notified network attachnent event. In
cases where the user identifier authenticated during access
aut hentication uniquely identifies a nobile node, the M\
Identifier MAY be the sane as the user identifier. However, the
user identifier MJUST NOT be used if it identifies a user account
that can be used fromnore than one nobile node operating in the
same Proxy Mbile | Pv6 domain.

0 In sonme cases, the obtained identifier, as part of the access
aut hentication, can be a tenporary identifier and further that
tenporary identifier may be different at each re-authentication
However, the nobile access gateway MJST be able to use this
tenporary identifier and obtain the nobile node's stable
identifier fromthe policy store. For instance, in AAA-based
systens, the Renpte Authentication Dial-In User Service (RADIUS)
attribute, Chargeabl e-User-ldentifier [RFC4372] nay be used, as
long as it uniquely identifies a nobile node, and not a user
account that can be used with multiple nobile nodes.
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o0 In some cases and for privacy reasons, the M\-ldentifier that the
policy store delivers to the nobile access gateway nay not be the
true identifier of the nobile node. However, the nobility access
gateway MUST be able to use this identifier in the signaling
nessages exchanged with the | ocal nobility anchor

0 The nobile access gateway MJIST be able to identify the nobile node
by its MVdIdentifier, and it MJST be able to associate this
identity to the point-to-point link shared with the nobil e node.

6.7. Hone Network Enul ati on

One of the key functions of a nobile access gateway is to enulate the
nmobi | e node’ s hone network on the access link. It must ensure the
nmobi | e node does not detect any change with respect to its layer-3
attachnment even after it changes its point of attachnent in that
Proxy Mbile |1 Pv6 domain.

For emul ating the nobile node’s hone link on the access link, the
nmobi | e access gateway nust be able to send Router Adverti senent
nmessages advertising the nobile node’s home network prefix(es)
carried using the Prefix Information option(s) [RFC4861] and with

ot her address configuration parameters consistent with its home |ink

properties. Typically, these configuration settings will be based on
the domai n-wi de policy or based on a policy specific to each nobile
node.

Typically, the nobile access gateway | earns the nobile node’s hone
network prefix(es) details fromthe received Proxy Binding

Acknow edgenment nessage, or it may obtain themfromthe nobile node’s
policy profile. However, the nobile access gateway SHOULD send the
Rout er Advertisenments advertising the nobile node’s home network
prefix(es) only after successfully conpleting the binding
registration with the nobile node’s local nobility anchor.

When advertising the honme network prefix(es) in the Router
Advertisement nmessages, the nobile access gateway MAY set the prefix
lifetinme value for the advertised prefix(es) to any chosen val ue at
its own discretion. An inplenentation MAY choose to tie the prefix
lifetime to the nobile node’'s binding lifetime. The prefix lifetine
can al so be an optional configuration paranmeter in the nobile node's
policy profile.

6.8. Link-local and d obal Address Uni queness
A nmobile node in the Proxy Mobile IPv6 domain, as it noves from one

nmobi | e access gateway to the other, will continue to detect its home
network and does not detect a change of |ayer-3 attachment. Every
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time the nobile node attaches to a new link, the event related to the
interface state change will trigger the nobile node to perform
Duplicate Address Detection (DAD) operation on the |ink-Iocal and

gl obal address(es). However, if the nobile node is Detecting Network
Attachrment in I Pv6 (DNAv6) enabl ed, as specified in [DNAV6], it may
not detect the |ink change due to DNAv6 optinizations and rmay not
trigger the duplicate address detection (DAD) procedure for its

exi sting addresses, which may potentially | ead to address collisions
after the nobile node’'s handoff to a new |ink

The issue of address collision is not relevant to the nobile node's
gl obal address(es). Since the assigned hone network prefix(es) are
for the nobil e node’ s exclusive usage, no other node shares an
address (other than Subnet- Router anycast address that is configured
by the nobile access gateway) fromthe prefix(es), and so the

uni queness for the nobile node’s global address is assured on the
access |i nk.

The issue of address collision is however relevant to the nobile
node’s link-local addresses since the nobile access gateway and the
nmobi | e node will have link-local addresses configured fromthe sane
link-local prefix (FE80::/64). This |eaves a roomfor |ink-I|ocal
address collision between the two neighbors (i.e., the nobile node
and the nobil e access gateway) on that access link. For solving this
problem this specification requires that the |ink-1ocal address that
the nobil e access gateway configures on the point-to-point |ink
shared with a given nobile node be generated by the local nobility
anchor and be stored in the nobile node’s Binding Cache entry. This
address will not change for the duration of that nobile node’s
mobility session and can be provided to the serving nobile access
gateway at every nobil e node’s handoff, as part of the Proxy Mdbile

| Pv6 signaling nessages. The specific method by which the | ocal
nmobi l ity anchor generates the link-local address is out of scope for
this specification.

It is highly desirable that the access Iink on the nobile access
gateway shared with the nobile node be provisioned in such a way that
bef ore the nobil e node conpletes the DAD operati on [ RFC4862] on its
link-1ocal address, the nobile access gateway on that link is aware
of its own link-local address provided by the I ocal nmobility anchor
that it needs to use on that access link. This essentially requires
a successful conpletion of the Proxy Mobile I Pv6 signaling by the
nmobi | e access gateway before the nobile node conpl etes the DAD
operation. This can be achieved by ensuring that |ink-Iayer
attachment does not conplete until the Proxy Mbile IPv6 signaling is
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9.

9.

conpleted. Alternatively, network and | ocal nobility anchor capacity
and signaling retransm ssion tiners can be provisioned in such a way
that signaling is likely to conplete during the default waiting
period associated with the DAD process.

Optionally, inplenmentati ons MAY choose to configure a fixed Iink-

| ocal address across all the access links in a Proxy Mbile | Pv6
domai n and wi thout a need for carrying this address fromthe | oca
mobi ity anchor to the nobile access gateway in the Proxy Mbile | Pv6
signhal i ng nessages. The configuration variable

Fi xedMAGLI nkLocal Addr essOnAl | AccessLi nks det erm nes the enabl ed node
in that Proxy Mbile | Pv6 domain.

Si gnal i ng Consi derati ons

1. Binding Registrations

6.9.1.1. Mbile Node Attachnment and Initial Binding Registration

1. After detecting a new nmobile node on its access link, the nobile
access gateway MJST identify the nobile node and acquire its M\
Identifier. |If it determines that the network-based nobility

nmanagenent service needs to be offered to the nobile node, it
MUST send a Proxy Bindi ng Update nessage to the local nmobility
anchor .

2. The Proxy Binding Update nessage MUST include the Mbile Node
Identifier option [RFC4283], carrying the M\-ldentifier for
identifying the nobile node.

3. The Home Network Prefix option(s) MJST be present in the Proxy
Bi ndi ng Update nessage. |f the nobile access gateway | earns the
nobi | e node’s hone network prefix(es) either fromits policy
store or fromother nmeans, the nobile access gateway MAY choose
to request the local nmobility anchor to allocate the specific
prefix(es) by including a Hone Network Prefix option for each of
those requested prefixes. The nobile access gateway MAY al so
choose to include just one Home Network Prefix option with the
prefix value of ALL_ZERO, for requesting the local nobility
anchor to do the prefix assignnment. However, when including a
Home Network Prefix option with the prefix value of ALL_ZERO,
there MUST be only one instance of the Hone Network prefix
option in the request.

4. The Handof f I ndicator option MJST be present in the Proxy
Bi ndi ng Update nessage. The Handoff Indicator field in the
Handof f | ndi cator option MJUST be set to a value indicating the
handof f hi nt.
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The Handoff Indicator field MUST be set to a value of 1
(Attachnment over a new interface) if the nobile access
gateway determ nes (under the Handoff | ndicator

consi derations specified in this section) that the nobile
node’s current attachment to the network over this interface
is not as a result of a handoff of an existing nmobility
session (over the same interface or through a different
interface), but as a result of an attachnent over a new
interface. This essentially serves as a request to the |ocal
nmobi lity anchor to create a new nobility session and not
update any existing Binding Cache entry created for the sanme
nobi | e node connected to the Proxy Mobile | Pv6 domain through
a different interface.

The Handoff Indicator field MUST be set to a value of 2
(Handoff between two different interfaces of the nobile node)
if the nobile access gateway definitively knows the nobile
node’s current attachment is due to a handoff of an existing
mobility session between two different interfaces of the
nobi | e node.

The Handoff Indicator field MUST be set to a value of 3
(Handof f between nobil e access gateways for the sane
interface) if the nobile access gateway definitively knows
the nmobile node’s current attachnent is due to a handoff of
an existing nobility session between two nobil e access
gateways and for the same interface of the nobile node.

The Handoff Indicator field MJUST be set to a value of 4
(Handof f state unknown) if the nobile access gateway cannot
determne if the nobile node's current attachnment is due to a
handof f of an existing nobility session.

5. The nobil e access gateway MUST apply the bel ow consi derations
when choosing the value for the Handoff Indicator field.

*

GQundavel |i,

The nobil e access gateway can choose to use the value 2
(Handof f between two different interfaces of the nobile
node), only when it knows that the nobile node has, on

pur pose, switched fromone interface to another, and the
previous interface is going to be disabled. It nay know this
due to a nunber of factors. For instance, nost cellular

net wor ks have control |l ed handovers where the network knows
that the host is nmoving fromone attachnent to another. In
this situation, the link-1ayer mechani smcan informthe

nmobi lity functions that this is indeed a novenent, not a new
attachment.
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* Sone link layers have link-layer identifiers that can be used
to distinguish (a) the novenent of a particular interface to
a new attachnent from (b) the attachment of a new interface
fromthe sane host. Option value 3 (Handoff between nobile
access gateways for the same interface) is appropriate in
case (a) and a value of 1 (Attachnent over a new interface)
in case (b).

* The nobile access gateway MJST NOT set the option value to 2
(Handoff between two different interfaces of the nobile node)
or 3 (Handoff between nobil e access gateways for the same
interface) if it cannot be determ ned that the nobile node
can nove the address between the interfaces involved in the
handover or that it is the same interface that has noved.

O herwi se, Proxy Mobile | Pv6-unaware hosts that have nmultiple
physical interfaces to the sane domain may suffer unexpected
failures.

* \Where no support fromthe Iink layer exists, the host and the
network woul d need to informeach other about the intended
novenment. The Proxy Mobile I Pv6 protocol does not specify
this and sinply requires that knowl edge about novenents can
be derived either fromthe link-layer or from sonewhere el se.
The nmethod by which this is acconplished is outside the scope
of this specification

6. Ei ther the Tinestanp option or a valid sequence numnber
mai ntai ned on a per nobile node’s nobility session basis as
specified in [RFC3775] (if the Sequence- Number-based schene is
in use) MIST be present. This can be determ ned based on the
val ue of the configuration flag Ti nestanpBasedApproachl nUse.
When Ti nestanp option is added to the nessage, the nobile access
gat eway SHOULD al so set the Sequence Nunber field to a val ue of
a nmonotonically increasing counter (mmintained at each nobile
access gateway and not to be confused with the per nobile node
sequence nunber specified in [RFC3775]). The local nobility

anchor will ignore this field when there is a Tinestanp option
present in the request, but will return the sane value in the
Proxy Bi ndi ng Acknow edgenment nmessage. This will be useful for

mat ching the reply to the request nessage.

7. The Mobil e Node Link-layer Identifier option carrying the |ink-
| ayer identifier of the currently attached interface MJST be
present in the Proxy Binding Update nessage, if the nobile
access gateway is aware of the sane. |If the link-Iayer
identifier of the currently attached interface is not known or
if the identifier value is ALL_ZERO, this option MJUST NOT be
present.
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8. The Access Technol ogy Type option MJST be present in the Proxy
Bi ndi ng Update nessage. The access technology type field in the
opti on SHOULD be set to the type of access technol ogy by which
the nobile node is currently attached to the nobile access
gat eway.

9. The Link-1ocal Address option MJST be present in the Proxy
Bi ndi ng Update nessage only if the value of the configuration
vari abl e Fi xedMAGLiI nkLocal AddressOnAl | AccessLinks is set to a
val ue of ALL_ZERGO otherw se, the Link-local Address option MJST
NOT be present in the request. Considerations from Section 6.8
MUST be applied when using the Link-local Address option.

* For querying the local nobility anchor to provide the Iink-
| ocal address that it should use on the point-to-point |ink
shared with the nobile node, this option MJST be set to
ALL_ZERO val ue. This essentially serves as a request to the
| ocal nmobility anchor to provide the |ink-1ocal address that
it can use on the access |link shared with the nobile node.

10. The Proxy Bi nding Update nmessage MUST be constructed as
specified in Section 6.9.1.5.

11. If there is no existing Binding Update List entry for that
nobi | e node, the nobile access gateway MJST create a Binding
Update List entry for the nobile node upon sending the Proxy
Bi ndi ng Updat e nessage.

6.9.1.2. Receiving Proxy Binding Acknow edgenent

On receiving a Proxy Binding Acknow edgenent nessage (format
specified in Section 8.2) fromthe local mobility anchor, the nobile
access gateway MJUST process the nessage as specified bel ow

1. The received Proxy Bindi ng Acknow edgenent nessage (a Bi nding
Acknowl edgenent nmessage with the (P) flag set to value of 1)
MJUST be aut henticated as described in Section 4. Wen |IPsec is
used for nmessage authentication, the SPI in the |IPsec header
[ RFC4306] of the received packet is needed for |ocating the
security association, for authenticating the Proxy Binding
Acknowl edgenent mnessage.

2. The nobil e access gateway MJUST observe the rules described in

Section 9.2 of [RFC3775] when processing Mbility Headers in the
recei ved Proxy Bi ndi ng Acknow edgenent mnessage.
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3. The nobil e access gateway MUST apply the considerations
specified in Section 5.5 for processing the Sequence Number
field and the Tinmestanp option (if present) in the nessage.

4. The nobil e access gateway MJUST ignore any checks, specified in
[ RFC3775], related to the presence of a Type 2 Routing header in
t he Proxy Bi ndi ng Acknow edgenent nessage.

5. The nobil e access gateway MAY use the nobil e node identifier
present in the Mbile Node Identifier option for natching the
response to the request nmessages that it sent recently.

However, if there is nore than one request nessage in its
request queue for the same nobile node, the sequence nunber
field can be used for identifying the exact nmessage fromthose
nessages. There are other ways to achieve this and

i mpl ementations are free to adopt the best approach that suits
their inplenentation. Additionally, if the received Proxy

Bi ndi ng Acknow edgenent nessage does not match any of the Proxy
Bi ndi ng Update nessages that it sent recently, the nessage MJST
be ignored.

6. If the received Proxy Binding Acknow edgenent nessage has any
one or nmore of the follow ng options, Handoff Indicator option,
Access Technol ogy Type option, Mobile Node Link-layer ldentifier
opti on, Mbile Node Identifier option, carrying option val ues
that are different fromthe option values present in the
correspondi ng request (Proxy Binding Update) nessage, the
message MUST be ignored as the local nobility anchor is expected
to echo back all these listed options and with the sane option
values in the reply nessage. In this case, the nobile access
gateway MJST NOT retransmit the Proxy Binding Update nessage
until an adm nistrative action is taken

7. If the received Proxy Binding Acknow edgenent nessage has the
Status field value set to PROXY_REG NOT_ENABLED ( Proxy
regi stration not enabled for the nobile node), the nobile access
gat eway SHOULD NOT send a Proxy Bindi ng Update nessage again for
that nobile node until an administrative action is taken. It
MUST deny the nobility service to that nobile node.

8. If the received Proxy Binding Acknow edgenent nessage has the
Status field value set to Tl MESTAMP_LONER THAN_PREV_ACCEPTED
(Timestanp val ue | ower than previously accepted value), the
nobi | e access gateway SHOULD try to register again to reassert
the nobile node’s presence on its access link. The nobile
access gateway is not specifically required to synchronize its
cl ock upon receiving this error code.
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9. If the received Proxy Binding Acknow edgenent nessage has the
Status field value set to TI MESTAMP_M SMATCH (I nvalid tinmestanp
val ue), the nobile access gateway SHOULD try to register again
only after it has synchronized its clock to a conmobn tinme source
that is used by all the nobility entities in that domain for
their clock synchroni zation. The nobil e access gateway SHOULD
NOT synchronize its clock to the local nobility anchor’s system
cl ock, based on the tinmestanp present in the received nessage.

10. If the received Proxy Binding Acknow edgenment nessage has the
Status field value set to NOT_AUTHORI ZED _FOR_HOVE_NETWORK_PREFI X
(The nobile node is not authorized for one or nore of the
requesti ng home network prefixes), the nobile access gateway
SHOULD NOT request the sane prefix(es) again, but MAY request
the local nobility anchor to do the assignnment of prefix(es) by
i ncluding only one Home Network Prefix option with the prefix
val ue set to ALL_ZERO

11. If the received Proxy Binding Acknow edgenment nessage has the
Status field value set to any value greater than or equal to 128
(i.e., if the binding is rejected), the nobile access gateway

MJUST NOT advertise the nobile node’s home network prefix(es) in
the Router Advertisenment nmessages sent on that access link and
MUST deny the nobility service to the nobile node by not
forwardi ng any packets received fromthe nobile node using an
address fromthe hone network prefix(es). It MAY al so tear down
the point-to-point link shared with the nobil e node.

12. If the received Proxy Binding Acknow edgenent nessage has the
Status field value set to 0 (Proxy Binding Update accepted), the
nobi | e access gateway MJUST establish a bi-directional tunnel to
the local mobility anchor (if there is no existing bi-
directional tunnel to that local nobility anchor).

Consi derations from Section 5.6.1 MJIST be applied for nanagi ng
the dynamically created bi-directional tunnel

13. The nobile access gateway MJST set up the route for forwarding
t he packets received fromthe nobile node using address(es) from
its hone network prefix(es) through the bi-directional setup for
that nobile node. The created tunnel and the routing state MJST
result in the forwardi ng behavi or on the nobil e access gateway
as specified in Section 6.10.5.

14. The nobile access gateway MJST al so update the Bindi ng Update
List entry to reflect the accepted binding registration val ues.
It MJUST al so advertise the nobile node’s honme network prefix(es)
as the hosted on-link prefixes, by including themin the Router
Adverti senent nmessages that it sends on that access |ink
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If the received Proxy Binding Acknow edgenent nessage has the
address in the Link-local Address option set to a NON_ZERO

val ue, the nobile access gateway SHOULD configure that |ink-

| ocal address on that point-to-point |ink and SHOULD NOT
configure any other |ink-local address w thout perform ng a DAD
operation [RFC4862]. This will avoid any potential |ink-Iocal
address collisions on that access link. However, if the |ink-

| ocal address generated by the |local nobility anchor happens to
be already in use by the nobile node on that Iink, the nobile
access gateway MJUST NOT use that address, but SHOULD configure a
different link-local address. 1t SHOULD al so upload this |ink-
| ocal address to the local nmobility anchor by inmmediately
sendi ng a Proxy Binding Update nessage and by including this
address in the Link-local Address option.

6.9.1.3. Extending Binding Lifetine

1

For extending the lifetinme of a currently registered nobile node
(i.e., after a successful initial binding registration fromthe
same nobil e access gateway), the nopbile access gateway can send a
Proxy Bi ndi ng Update nessage to the |local nobility anchor with a
new lifetine value. This re-registration nessage MJST be
constructed with the same set of options as the initial Proxy

Bi ndi ng Update nessage, under the considerations specified in
Section 6.9.1.1. However, the follow ng exceptions apply.

There MJUST be a Hone Network Prefix option for each of the

assi gned honme network prefixes assigned for that nobility session
and with the prefix value in the option set to that respective
prefix val ue.

The Handoff Indicator field in the Handoff Indicator option MJST
be set to a value of 5 (Handoff state not changed - Re-
Regi stration).

6.9.1.4. Mobile Node Detachnment and Bi ndi ng De- Regi stration

1

If at any point the nobile access gateway detects that the nobile
node has nmoved away fromits access link, or if it decides to
ternminate the nobile node’s nobility session, it SHOULD send a
Proxy Bi ndi ng Update nmessage to the |local nobility anchor with
the lifetime value set to zero. This de-registration nessage
MJST be constructed with the same set of options as the initial
Proxy Bi ndi ng Update nmessage, under the considerations specified
in Section 6.9.1.1. However, the follow ng exceptions apply.

Gundavel I'i, et al. St andar ds Track [ Page 54]



RFC 5213 Proxy Mbile | Pv6 August 2008

2. There MUST be a Horme Network Prefix option for each of the
assi gned honme network prefixes assigned for that nobility session
and with the prefix value in the option set to the respective
prefix val ue.

3. The Handoff Indicator field in the Handoff I|ndicator option MJST
be set to a value of 4 (Handoff state unknown).

Ei t her upon receipt of a Proxy Binding Acknow edgenent nessage from
the local nobility anchor with the Status field set to O (Proxy

Bi ndi ng Update Accepted), or after | N TIAL_BI NDACK TI MEQUT [ RFC3775]
timeout waiting for the reply, the nobile access gateway MJST do the
fol |l ow ng:

1. It MJST renove the Binding Update List entry for the nobile node
fromits Binding Update List.

2. 1t MJIST renpve the created routing state for tunneling the nobile
node’'s traffic.

3. If there is a dynamically created tunnel to the nobile node’s
| ocal nmobility anchor and if there are not other nobile nodes for
whi ch the tunnel is being used, then the tunnel MJST be del et ed.

4. |t MIST tear down the point-to-point |ink shared with the nobile
node. This action will force the nobile node to renove any | Pv6
address configuration on the interface connected to this point-
t o- poi nt |i nk.

6.9.1.5. Constructing the Proxy Binding Update Message

o The nobil e access gateway, when sending the Proxy Bindi ng Update
nessage to the local nobility anchor, MJST construct the nessage
as specified bel ow.

| Pv6 header (src=Proxy-CoA, dst=LMAA)
Mobi lity header
- BU/* P & A flags MIST be set to value 1 */
Mobility Options

Mobi | e Node Identifier option (mandat ory)
- Honme Network Prefix option(s) (mandat ory)
- Handof f Indicator option (mandat ory)
- Access Technol ogy Type option (rmandat ory)
- Tinmestanp option (optional)
- Mobil e Node Link-layer Identifier option (optional)
- Link-1ocal Address option (optional)

Figure 12: Proxy Binding Update Message For nat
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0 The Source Address field in the I Pv6 header of the nessage MJST be
set to the gl obal address configured on the egress interface of
the nobil e access gateway. Wen there is no Alternate Care- of
Address option present in the request, this address will be
consi dered as the Proxy-CoA for this Proxy Binding Update nessage.
However, when there is an Alternate Care-of Address option present
in the request, this address will be not be considered as the
Proxy- CoA, but the address in the Alternate Care-of Address option
wi Il be considered as the Proxy-CoA.

0 The Destination Address field in the | Pv6 header of the nmessage
MUST be set to the local nobility anchor address.

o The Mbile Node Identifier option [RFC4283] MJIST be present.

0 At |east one Home Network Prefix option MJST be present.

0 The Handoff I ndicator option MJST be present.

0 The Access Technol ogy Type option MJST be present.

0 The Tinmestanp option MAY be present.

o The Mbile Node Link-layer Identifier option MAY be present.

0 The Link-Iocal Address option MAY be present.

o If IPsec is used for protecting the signaling nmessages, the
nessage MUST be protected, using the security association existing
between the I ocal mobility anchor and the nobil e access gateway.

o Unlike in Mbile IPv6 [ RFC3775], the Hone Address option [ RFC3775]
MJUST NOT be present in the I Pv6 Destination Options extension
header of the Proxy Bindi ng Update nessage.

6.9.2. Router Solicitation Messages

A nmobil e node may send a Router Solicitation nessage on the access

link shared with the nobile access gateway. The Router Solicitation

nmessage that the nobile node sends is as specified in [ RFC4861]. The
nobi | e access gateway, on receiving the Router Solicitation nessage
or before sending a Router Advertisenent nessage, MJST apply the
foll ow ng considerations.

1. The nobile access gateway, on receiving the Router Solicitation

nmessage, SHOULD send a Router Advertisenent nessage containing

the nobil e node’s honme network prefix(es) as the on-1ink
prefix(es). However, before sending the Router Advertisenent
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9.

nmessage contai ning the nobile node’s honme network prefix(es), it
SHOULD conpl ete the binding registration process with the nobile
node’s | ocal mobility anchor.

2. If the local mobility anchor rejects the Proxy Binding Update
nmessage, or, if the nobile access gateway failed to conplete the
bi ndi ng regi stration process for whatever reason, the nobile
access gateway MJUST NOT advertise the nobil e node’ s hone network
prefix(es) in the Router Advertisenent nessages that it sends on
the access link. However, it MAY choose to advertise a |oca
visited network prefix to enable the nobile node for regular |Pv6
access.

3. The nobile access gateway SHOULD add the MIU option, as specified
in [ RFC4861], to the Router Advertisenent nessages that it sends
on the access link. This will ensure the nobile node on the Iink
uses the advertised MIU value. The MIU val ue SHOULD reflect the
tunnel MIU for the bi-directional tunnel between the nobile
access gateway and the local nobility anchor. Considerations
from Section 6.9.5 SHOULD be applied for determ ning the tunne
MIU val ue.

3. Default-Router

In Proxy Mbile IPv6, the nobile access gateway is the | Pv6 default-
router for the mobile node on the access |ink. However, as the
nobi | e node noves from one access |link to another, the serving nobile
access gateway on those respective links will send the Router
Advertisenment nmessages. |If these Router Advertisenents are sent
using a different link-local address or a different |ink-Iayer
address, the nobile node will always detect a new default-router
after every handoff. For solving this problem this specification
requires all the nobile access gateways in the Proxy Mobile |IPv6
domain to use the same link-local and link-Ilayer address on any of

t he access |inks wherever the nobil e node attaches. These addresses
can be fixed addresses across the entire Proxy Mbile | Pv6 donain,
and all the nobile access gateways can use these globally fixed
address on any of the point-to-point |inks. The configuration

vari abl es Fi xedMAGLi nkLocal Addr essOnAl | AccessLi nks and

Fi xedMAGLi nkLayer Addr essOnAl | AccessLi nks SHOULD be used for this
purpose. Additionally, this specification allows the |ocal nobility
anchor to generate the link-local address and provide it to the
nmobi | e access gateway as part of the signaling nmessages.

However, both of these approaches (a link-1ocal address generated by
the local nobility anchor or when using a globally fixed Iink-Iocal
address) have inplications on the depl oynent of SEcure Nei ghbor

Di scovery (SEND) [RFC3971]. In SEND, routers have certificates and
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public key pairs, and their Router Advertisenents are signed with the
private keys of these key pairs. Wen a nunber of different routers
use the sane addresses, the routers either all have to be able to
construct these signatures for the same key pair, or the used key
pair and the router’s cryptographic identity must change after a
novenent. Both approaches are problematic. Sharing of private key

i nformation across nmultiple nodes in a PMP6 domain is poor design
froma security perspective. And changing even the cryptographic
identity of the router goes against the general idea of the Proxy
Mobile I Pv6 being as invisible to the hosts as possible.

There is, however, ongoing work in the IETF to revise the SEND
specifications. It is suggested that these revisions al so address
the above problem Oher revisions are needed to deal with other
probl emati c cases (such as Nei ghbor Discovery proxies) before wi de-
spread depl oynent of SEND

6.9.4. Retransmi ssions and Rate Limting

The nobil e access gateway is responsible for retransni ssions and rate
limting the Proxy Binding Update nessages that it sends to the | ocal
nmobi lity anchor. The Retransmission and the Rate Limiting rules are
as specified in [RFC3775]. However, the follow ng considerations
MUST be appli ed.

1. Wen the nobil e access gateway sends a Proxy Bi nding Update
message, it should use the constant, | N TIAL_BI NDACK_TI MEQUT
[ RFC3775], for configuring the retransm ssion timer, as specified
in Section 11.8 [RFC3775]. However, the nobile access gateway is
not required to use a longer retransmni ssion interval of
I nitial Bi ndackTi meout Fi rstReg, as specified in [ RFC3775], for the
initial Proxy Binding Update nessage.

2. If the nobile access gateway fails to receive a valid matching
response for a registration or re-registration nmessage within the
retransmission interval, it SHOULD retransnit the nessage until a
response is received. However, the nobile access gateway MJIST
ensure the nmobile node is still attached to the connected link

before retransmtting the nmessage.

3. As specified in Section 11.8 of [RFC3775], the nobile access
gateway MJST use an exponential back-off process in which the
ti meout period is doubled upon each retransm ssion, until either
the node receives a response or the tinmeout period reaches the
val ue MAX_ BI NDACK TI MEQUT [ RFC3775]. The nobil e access gat eway
MAY continue to send these nessages at this slower rate
indefinitely.

Gundavel I'i, et al. St andar ds Track [ Page 58]



RFC 5213 Proxy Mbile | Pv6 August 2008

6.

9.

4. |If the Timestanp-based scheme is in use, the retransm tted Proxy
Bi ndi ng Updat e nessages MJST use the latest tinmestanp. |If the
Sequence Nunber schene is in use, the retransmtted Proxy Bi nding
Updat e messages MJUST use a Sequence Nunber val ue greater than
that was used for the previous transm ssion of this Proxy Binding
Updat e nmessage, just as specified in [RFC3775].

5. Path MIU Di scovery

It is inportant that nobile node, nobbile access gateway, and |oca
nmobi l ity anchor have a correct understanding of MIUs. Wen the
nmobi | e node uses the correct MIU, it can send packets that do not
exceed the local Iink MU and do not cause the tunnel ed packets from
the nobil e access gateway to be fragmented. This is inportant both
fromthe perspective of efficiency, as well as preventing hard-to-

di agnose MIU problens. The followi ng are sone of the considerations
related to Path MIU di scovery.

0 The local nobility anchor and nobil e access gateway MAY use the
Path MIU di scovery mechani sms, as specified in [RFC1981] or in
[ RFC4821], for determining the Path MU (PMIU) for the (LMA-MAG
paths. The specific discovery nechanismto be used in a given
depl oynent can be configurable.

o0 The nobility entities MJST inplenent and SHOULD support | CWVP-based
Path MIU di scovery mechani sm as specified in [ RFC1981]. However,
this mechani sm my not work correctly if the Proxy Mbile | Pv6
net wor k does not deliver or process | CVP Packet Too Bi g nessages.

0o The nobility entities MAY inplenment Packetization Layer Path MruU
di scovery nmechani sns, as specified in [ RFC4821], and use any
application traffic as a payload for the PMIU di scovery. Neither
the Proxy Mobile I Pv6 protocol or the tunnel between the nobile
access gateway and |l ocal nobility agent can easily be used for
this purpose. However, inplenentations SHOULD support at | east
the use of an explicit |CMP Echo Request/Response for this
pur pose.

0 The nobility entities MAY choose to perform Path MIU di scovery for
all the (LMA-MAG paths at the boot time and may repeat this
operation periodically to ensure the Path MIU val ues have not
changed for those paths. |If the dynam c PMIU di scovery nechani sns
fail to determine the Path MIU, an admi nistratively configured
default val ue MUST be used.
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The 1 Pv6 tunnel MIU for an established tunnel between the | ocal
nmobi ity anchor and the nobil e access gateway MJST be conputed
based on the determ ned Path MIU val ue for that specific path and
the conputation should be as specified in Section 6.7 of

[ RFC2473] .

The nobil e access gateway SHOULD use the determ ned tunnel Path
MIU val ue (for the tunnel established with the nobile node’s | ocal
nobi lity anchor) as the MIU value in the MIU option that it sends
in the Router Advertisenents on the access link shared with the
nobi |l e node. But, if the MIU value of the access link shared with
the nobile node is |lower than the deternined Path MIU val ue, then
the MIU of the access |ink MJUST be used in the MIU opti on.

If the nobile access gateway detects a change in the MIU val ue for
any of the paths (LMA-MAG and at any point of time, the
correspondi ng tunnel MIU val ue MUST be updated to reflect the
change in Path MIU value. The adjusted tunnel MIU val ue (Il ower of
the Path MIU and the access |ink MU SHOULD be notified to the

i npact ed nobil e nodes by sendi ng additi onal Router Advertisenent
nessages. Additionally, the adjusted tunnel MIU val ue MJUST be
used in all the subsequent Router Advertisenent nessages as well.

Routi ng Consi derati ons

This section describes how the nobile access gateway handl es the
traffic to/fromthe nobile node that is attached to one of its access

interfaces.
Pr oxy- CoA LMVAA
| |
-+ NN oo+ -+
| |\/N| ---------- | |\/Aq ::::::::::::::::::::::l |_|\/A| ---------- | CNl
-+ NN oo+ -+
| Pv6 Tunne

Figure 13: Proxy Mobile | Pv6 Tunne

6.10.1. Transport Network

As per this specification, the transport network between the | ocal
nmobi ity anchor and the nobil e access gateway is an | Pv6 networKk.
The docunent [1PV4-PM P6] specifies the required extensions for
negotiating | Pv4d transport and the correspondi ng encapsul ati on node.
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6.10.2. Tunneling and Encapsul ati on Moddes

An | Pv6 address that a nobile node uses fromits home network
prefix(es) is topologically anchored at the | ocal nobility anchor.

For a nobile node to use this address from an access network attached
to a nobil e access gateway, proper tunneling techniques have to be in
pl ace. Tunneling hides the network topology and all ows the nobile
node’s | Pv6 datagramto be encapsul ated as a payl oad of another |Pv6
packet and to be routed between the local nobility anchor and the
nmobi | e access gateway. The Mobile | Pv6 base specification [ RFC3775]
defines the use of |Pv6-over-1Pv6 tunneling [ RFC2473] between the
honme agent and the nobile node, and this specification extends the
use of the same tunneling mechani smfor use between the |ocal

nmobi ity anchor and the nobil e access gateway.

On nost operating systenms, a tunnel is inplenented as a virtua
point-to-point interface. The source and the destination address of
the two endpoints of this virtual interface along with the
encapsul ati on node are specified for this virtual interface. Any
packet that is routed over this interface gets encapsulated with the
outer header as specified for that point-to-point tunnel interface.

For creating a point-to-point tunnel to any local nmobility anchor,
the nobil e access gateway nay inplenent a tunnel interface with the
Source Address field set to a global address on its egress interface
(Proxy-CoA) and the destination address field set to the gl oba
address of the local nmobility anchor (LMAA).

The following is the supported packet encapsul ati on node that can be
used by the nobile access gateway and the local nobility anchor for
routing nobile node’s | Pv6 datagrans.

0o IPv6-In-1Pv6 - | Pv6 datagram encapsul ated in an | Pv6 packet
[ RFC2473] .

The conpani on docunent [1PV4-PM P6] specifies other encapsul ation
nodes for supporting | Pv4 transport.

0 IPv6-In-1Pv4 - | Pv6 datagram encapsulation in an | Pv4 packet. The
details on how this node is negotiated are specified in
[ 1 PV4- PM P6] .

o |Pv6-In-1Pv4-UDP - | Pv6 datagram encapsul ation in an | Pv4 UDP
packet. This node is specified in [|PV4-PM P6] .

0o |Pv6-1n-1Pv4-UDP-TLV - | Pv6 datagram encapsulation in an | Pv4 UDP
packet with a TLV header. This node is specified in [|PV4-PM P6].

@Qundavel I'i, et al. St andards Track [ Page 61]



RFC 5213 Proxy Mbile | Pv6 August 2008

6.10.3. Local Routing

If there is data traffic between a visiting nobile node and a
correspondent node that is locally attached to an access |ink
connected to the nobil e access gateway, the nobile access gateway NMNAY
optim ze on the delivery efforts by locally routing the packets and
by not reverse tunneling themto the nobile node’s local nobility
anchor. The flag Enabl eMAGLocal Routi ng MAY be used for controlling
this behavior. However, in sone systens, this may have an

i nplication on the nobile node’s accounting and policy enforcenment as
the local nobility anchor is not in the path for that traffic and it
will not be able to apply any traffic policies or do any accounting
for those fl ows.

Thi s decision of path optinization SHOULD be based on the policy
configured on the nobile access gateway, but enforced by the nobile
node’s |l ocal mobility anchor. The specific details on howthis is
achi eved are beyond of the scope of this docunent.

6.10.4. Tunnel Managenent

Al'l the considerations nmentioned in Section 5.6.1 for the tunne
managenent on the local nobility anchor apply for the nobile access
gateway as wel | .

6.10.5. Forwardi ng Rul es
Forwar di ng Packets Sent to the Mobile Node’'s Hone Network:

0 On receiving a packet fromthe bi-directional tunnel established
with the nobile node’s local nobility anchor, the nobil e access
gat eway MJST use the destination address of the inner packet for
forwarding it on the interface where the destination network
prefix is hosted. The nobile access gateway MJST renove the outer
header before forwardi ng the packet. Considerations from
[ RFC2473] MJST be applied for |1 Pv6 decapsulation. |If the nobile
access gateway cannot find the connected interface for that
destination address, it MJST silently drop the packet. For
reporting an error in such a scenario, in the formof an |CW
control nessage, the considerations from][RFC2473] MJST be
appl i ed.

0 On receiving a packet froma correspondent node that is connected
to the nobile access gateway as a regular |Pv6 host (see Section
6. 14) destined to a nobile node that is also locally attached, the
nobi | e access gateway MJUST check the flag Enabl eMAGLocal Routing to
determine if the packet can be delivered directly to the nobile
node. |f the nobile access gateway is not allowed to route the
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packet directly, it MJST route the packet towards the |oca
nobi l ity anchor where the destination address is topologically
anchored, else it can route the packet directly to the nobile
node.

Forwar di ng Packets Sent by the Mbile Node:

(0]

On receiving a packet froma nobile node connected to its access
link, the nobile access gateway MJST ensure that there is an
establ i shed binding for that nobile node with its local nmobility
anchor before forwarding the packet directly to the destination or
before tunneling the packet to the nobile node’s | ocal nobility
anchor .

On receiving a packet froma nobile node connected to its access
link for a destination that is locally connected, the nobile
access gateway MJUST check the flag Enabl eMAGLocal Routing, to
ensure the nobile access gateway is allowed to route the packet
directly to the destination. |If the nobile access gateway is not
all owed to route the packet directly, it MJST route the packet

t hrough the bi-directional tunnel established between itself and
the nobile node’s local nobility anchor. Qherwise, it MJST route
the packet directly to the destination

On receiving a packet froma nobile node connected to its access
link, to a destination that is not directly connected, the packet
MJUST be forwarded to the |l ocal nobility anchor through the bi-
directional tunnel established between itself and the nobile
node’s |l ocal nobility anchor. However, the packets that are sent
with the link-1ocal source address MJST NOT be forwarded.

The format of the tunnel ed packet is shown below. Considerations
from|[RFC2473] MUST be applied for | Pv6 encapsul ation. However,
when using | Pv4 transport, the format of the tunnel ed packet is as
described in [|PV4-PM P6] .

| Pv6 header (src= Proxy-CoA, dst= LMAA /* Tunnel Header */
| Pv6 header (src= M\-HoA, dst= CN ) [/* Packet Header */
Upper | ayer protocols / * Packet Content*/

Fi gure 14: Tunnel ed Packet from MAG to LMA

The format of the tunnel ed packet is shown bel ow, when payl oad
protection using | Psec is enabled for the nobile node’'s data
traffic. However, when using |IPv4 transport, the format of the
packet is as described in [IPV4-PM P6] .
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| Pv6 header (src= Proxy-CoA, dst= LMAA /* Tunnel Header */
ESP Header in tunnel node /| * ESP Header */

| Pv6 header (src= MN-HoA, dst= CN ) /* Packet Header */

Upper | ayer protocols / * Packet Content*/

Fi gure 15: Tunnel ed Packet from MAG to LMA with Payl oad Protection

Supporti ng DHCP- Based Address Configuration on the Access Link

This section explains how Stateful Address Configuration using DHCP
support can be enabled in a Proxy Mbile IPv6 donain. It also
identifies the required configuration in DHCP and nobility

i nfrastructures for supporting this address configuration node and
also identifies the protocol interactions between these two systens.

(0]

For supporting Stateful Address Configuration using DHCP, the DHCP
rel ay agent [RFC3315] service MJST be supported on all the nobile
access gateways in the Proxy Mbile | Pv6 domain. Further, as
specified in Section 20 of [RFC3315], the DHCP relay agent shoul d
be configured to use a |ist of destination addresses, which MAY

i ncl ude uni cast addresses, the Al _DHCP_Servers multicast address,
or other addresses as required in a given depl oynent.

The DHCP infrastructure needs to be configured to assign addresses
fromeach of the prefixes assigned to a link in that Proxy Mbile
| Pv6 domain. The DHCP relay agent indicates the link to which the
nobi |l e node is attached by including an | Pv6 address from any of
the prefixes assigned to that link in the |ink-address field of
the Relay Forward nessage. Therefore, for each link in the Mbile
| Pv6 donmain, the DHCP infrastructure wll

* be configured with a list of all of the prefixes associated
with that |ink;

* identify the link to which the nmobile node is attached by
| ooking up the prefix for the link-address field in the Relay
Forward nmessage in the list of prefixes associated with each
l'ink;

* assign to the host an address from each prefix associated with
the link to which the nobile node is attached.

This DHCP i nfrastructure configuration requirenent is identical to
ot her 1 Pv6 networks; other than receiving DHCP nessages froma
nobi | e node through different relay agents (MAGs) over tine, the
DHCP i nfrastructure will be unaware of the nobile node's
capability with respect to nobility support.
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0 The local nobility anchor needs to have the sane awareness with
respect to the links along with the associ ated prefixes in a Proxy
Mobil e 1 Pv6 dormain. Wen a |local nobility anchor assigns
prefix(es) to a nobile node, it MJST assign all the prefixes
associated with a given link and all of those assigned prefixes
will remain as the hone network prefixes for that nobile node
throughout the life of that nobility session. The serving nobile
access gateway that hosts these prefixes is physically connected
to that link and can function as the DHCP relay agent. This
comon under st andi ng between DHCP and mobility entities about al
the links in the domain along with the associ ated prefixes
provi des the required coordination for allowing nobility entities
to perform prefix assignnent dynamically to a nobile node and
still allowthe DHCP infrastructure to perform address assi gnnment
for that nobile node only fromits home network prefixes.

0 Wen a nobile node sends a DHCP request nessage, the DHCP rel ay
agent function on the nobile access gateway will set the |ink-
address field in the DHCP nessage to an address in the nobile
node’'s honme network prefix (any one of the nobile node s hone
networ k prefixes assigned to that nobile node’ s attached
interface). The nobile access gateway can generate an
aut oconfi gurati on address fromone of the nobile node’ s hone
networ k prefixes [ RFC4862] and can use this address |ink-address
option, so as to provide a hint to the DHCP Server for the |ink
identification. The DHCP server, on receiving the request from
the nobile node, will allocate addresses fromall the prefixes
associated with that link (identified using the |ink-address field
of the request).

0 Once the nobile node obtains address(es), noves to a different
link, and sends a DHCP request (at any tinme) for extending the
DHCP | ease, the DHCP relay agent on the new link will set the
link-address field in the DHCP Rel ay Forward nessage to one of the
nobi | e node’ s honme network prefixes. The DHCP server will

identify the client fromthe Cient-DU D option and will identify
the link fromthe Iink-address option present in the request and
will allocate the sane address(es) as before.

o For correct operation of the nodel of network-based nmobility
managenent in which the host does not participate in any nobility
managenent, the nobile node MJST al ways be assigned an identi cal
set of I Pv6 addresses regardl ess of the access link to which the
nobi |l e node is attached. For exanple, the nobil e access gateways
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6.

6.

in the Proxy Mbile I Pv6 domain should be configured so that DHCP
nessages froma nobile node will always be handl ed by the same
DHCP server or by a server fromthe sane group of coordinated DHCP
servers serving that domain. DHCP-based address configuration is
not reconmended for deploynents in which the Iocal nmobility anchor
and the nobile access gateway are |located in different

adm ni strative domains.

12. Home Network Prefix Renunbering

If the nobile node’s home network prefix(es) gets renunbered or
becones invalid during the mddle of a nobility session, the nobile
access gateway MJUST withdraw the prefix(es) by sending a Router
Advertisenment nmessage on the access link with zero prefix lifetine
for the prefix(es) that is being renunbered. Al so, the |ocal

mobi ity anchor and the nobil e access gateway MJST del ete the created
routing state for the renunbered prefix(es). However, the specific
details on how the local nmobility anchor notifies the nobile access
gat eway about the nobile node’s honme network prefix(es) renunbering
are outside the scope of this docunent.

13. Mobil e Node Detachnent Detection and Resource C eanup

Bef ore sending a Proxy Binding Update nessage to the local nmobility
anchor for extending the lifetinme of a currently existing binding of
a nobil e node, the nobile access gateway MJUST nmake sure the nobile
node is still attached to the connected Iink by using sone reliable
method. |f the nobile access gateway cannot predictably detect the
presence of the nobile node on the connected link, it MJST NOT
attenpt to extend the registration lifetine of the nobil e node.
Further, in such a scenario, the nobile access gateway SHOULD
termnate the binding of the nobile node by sending a Proxy Binding
Updat e nmessage to the nobile node’s local nobility anchor with
lifetinme value set to 0. It MJIST al so renove any |ocal state such as
the Binding Update List entry created for that nobile node.

The specific detection nmechanismof the |loss of a visiting nobile
node on the connected link is specific to the access |ink between the
nmobi | e node and the nobile access gateway and is outside the scope of
this docunent. Typically, there are various |ink-layer-specific
events specific to each access technol ogy that the nobil e access
gateway can depend on for detecting the node loss. In general, the
nmobi | e access gateway can depend on one or nore of the follow ng

nmet hods for the detection presence of the nobile node on the
connected |ink:
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o Link-layer event specific to the access technol ogy
0 Session ternination event on point-to-point |ink types
0 | Pv6 Neighbor Unreachability Detection event froml|Pv6 stack
o Notification event fromthe [ocal nobility anchor
6.14. Allowing Network Access to Qther |Pv6 Nodes

In sone Proxy Mobile | Pv6 depl oynents, network operators may

provi sion the nobile access gateway to offer network-based nobility
managenent service only to sone visiting nobile nodes and enabl e just
regular I P access to sone other nodes. This requires the network to
have control on when to enabl e network-based nobility managenent
service to a nobile node and when to enable regular | Pv6 access.

Thi s specification does not disallow such configuration.

Upon detecting a nobile node on its access |link and after policy
consi derations, the nobile access gateway MJST determ ne if network-
based nobility managenent service should be offered to that nobile
node. |If the nobile node is entitled to network-based nobility
managenent service, then the nobile access gateway must ensure the
nmobi | e node does not detect any change with respect to its layer-3
attachment, as explained in various sections of this specification.

If the nobile node is not entitled to the network-based nobility
managenent service, as deternmined fromthe policy considerations, the
nmobi | e access gateway MAY choose to offer regular | Pv6 access to the
nmobi | e node, and in such a scenario, the nornmal |Pv6 considerations
apply. |If IPv6 access is enabled, the nobile node SHOULD be able to
obtain | Pv6 address(es) using the nornal |Pv6 address configuration
procedures. The obtai ned address(es) mnmust be froma | ocal visitor
network prefix(es). This essentially ensures that the nobile access
gateway functions as a normal access router to a nobil e node attached
to its access link and without inpacting its host-based nobility

prot ocol operation.

7. Mobile Node Operation

This non-normative section explains the nobile node’s operation in a
Proxy Mbile |IPv6 domai n.

7.1. Moving into a Proxy Mbile | Pv6 Donmain
When a nobile node enters a Proxy Mbile I Pv6 domain and attaches to

an access network, the nmobile access gateway on the access |ink
detects the attachnment of the nobile node and conpl etes the binding
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registration with the nobile node’s local nmobility anchor. |[If the
bi ndi ng update operation is successfully perfornmed, the nobile access
gateway will create the required state and set up the forwarding for

the nobile node’'s data traffic.

Wien a nobil e node attaches to the access link, it will typically
send a Router Solicitation nessage [ RFC4861]. The nobil e access

gateway on the access link will respond to the Router Solicitation
message with a Router Advertisenent nessage. The Router
Advertisenent nmessage will carry the nobile node’s hone network

prefix(es), default-router address, and other address configuration
par aneters.

If the nobile access gateway on the access |ink receives a Router
Solicitation nmessage fromthe nobile node, before it conpletes the
signaling with the nobile node’s |ocal nobility anchor, the nobile
access gateway may not know the nobile node’s hone network prefix(es)
and may not be able to enulate the nobile node’s honme |ink on the
access link. In such a scenario, the nobile node may notice a del ay
before it receives a Router Advertisenent nessage. This will also
affect nobile nodes that woul d be capable of handling their own
mobility, or nobile nodes that do not need to maintain the sane IP
address through novenents.

If the received Router Advertisenent nessage has the Managed Address
Configuration flag set, the nobile node, as it would normally do,
will send a DHCP Request [RFC3315]. The DHCP rel ay service enabl ed
on that access link will ensure the nobile node can obtain one or
nore addresses fromits honme network prefix(es).

If the received Router Advertisenent nmessage does not have the
Managed Address Configuration flag set and if the nobile node is
all owed to use autoconfigured address(es), the nobile node will be
able to obtain | Pv6 address(es) fromeach of its home network
prefixes using any of the standard | Pv6 address configuration
nmechani sns permtted for that node.

If the nobile node is IPv4-enabled and if the network permts, it
will be able to obtain the |IPv4 address configuration, as specified
in the conmpani on docunent [ PV4-PM P6] .

Once the address configuration is conplete, the nobile node can

continue to use this address configuration as long as it is attached
to the network that is in the scope of that Proxy Mbile | Pv6 domain.
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7.2. Roaming in the Proxy Mbile | Pv6 Domain

After obtaining the address configuration in the Proxy Mbile | Pv6
domai n, as the nobile node noves and changes its point of attachnent
fromone nobile access gateway to the other, it can still continue to
use the sane address configuration. As long as the attached access
link is in the scope of that Proxy Mobile |IPv6 domain, the nobile
node will always detect the same router advertising itself as a
default-router and advertising the nobile node’s home network
prefix(es) on each connected link. [If the nobile node has address
configuration that it obtained using DHCP, it will be able to retain
the address configuration and extend the | ease |ifetine.

8. Message Formats

This section defines extensions to the Mdbile I Pv6 [ RFC3775] protocol
nessages.

8.1. Proxy Binding Update Message

0 1 2 3
01234567890123456789012345678901
I S T i i S YR Y S S
| Sequence # |
B e e S T s i e o S o S o T s ot S S S S S
AIH LI KIMR P| Reserved | Lifetine |
B e e S T s i e o S o S o T s ot S S S S S

+
I
+
I
Mobility options

T T T S i S S S S e T T S s i =

A Bi nding Update nessage that is sent by a nobile access gateway to a
Il ocal nobility anchor is referred to as the "Proxy Bindi ng Update"
nmessage. A new flag (P) is included in the Binding Update nessage.
The rest of the Binding Update nessage format renmi ns the sane as
defined in [RFC3775] and with the additional (R) and (M flags, as
specified in [RFC3963] and [ RFC4140], respectively.
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Proxy Registration Flag (P)

A new flag (P) is included in the Binding Update nessage to
indicate to the local nobility anchor that the Binding Update
nmessage is a proxy registration. The flag MJST be set to the
value of 1 for proxy registrations and MJST be set to O for direct
regi strations sent by a nobile node.

Mobility Options

Vari able-length field of such length that the conplete Mbility
Header is an integer nmultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The encoding
and format of defined options are described in Section 6.2 of
[ RFC3775]. The local nobility anchor MJST ignore and skip any
options that it does not understand.
As per this specification, the followng nobility options are
valid in a Proxy Binding Update nessage. These options can be
present in the nessage in any order. There can be one or nore
i nstances of the Home Network Prefix options present in the
nmessage. However, there cannot be nore than one instance of any
of the follow ng options.

Mobi | e Node Identifier option

Home Network Prefix option

Handof f | ndi cator option

Access Technol ogy Type option

Ti mest anp option

Mobi | e Node Link-layer Identifier option

Li nk-1 ocal Address option

Additionally, there can be one or nore instances of the Vendor-
Specific Mbility option [ RFC5094].

For descriptions of other fields present in this nessage, refer to
Section 6.1.7 of [RFC3775].
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8.2. Proxy Binding Acknow edgenent Message

0 1 2 3
01234567890123456789012345678901
I S T i i S YR Y S S
| St at us | K| Rl P| Reserved
T S o T s T T o S T il sl S T R S i i
| Sequence # | Lifetinme |
T S o T s T T o S T il sl S T R S i i
I I
Mobility options
I I
T S o T s T T o S T il sl S T R S i i
A Bi ndi ng Acknowl edgenent nessage that is sent by a local nobility
anchor to a nobile access gateway is referred to as the "Proxy
Bi ndi ng Acknow edgenent” nessage. A new flag (P) is included in the
Bi ndi ng Acknow edgenent nessage. The rest of the Binding

Acknow edgenent nessage format remmins the sane as defined in
[ RFC3775] and with the additional (R) flag as specified in [ RFC3963].

Proxy Registration Flag (P)

A new flag (P) is included in the Binding Acknow edgenent nessage
to indicate that the |ocal nobility anchor that processed the
correspondi ng Proxy Bi ndi ng Update nessage supports proxy
registrations. The flag is set to a value of 1 only if the
correspondi ng Proxy Binding Update had the Proxy Registration Flag
(P) set to value of 1

Mobility Options

A variable-length field of such | ength that the conplete Mbility
Header is an integer nmultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The encoding
and format of defined options are described in Section 6.2 of

[ RFC3775]. The nobil e access gateway MJST ignore and skip any
options that it does not understand.

As per this specification, the followng nobility options are

valid in a Proxy Binding Acknow edgenent nessage. These options
can be present in the nessage in any order. There can be one or
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nore instances of the Home Network Prefix options present in the
nmessage. However, there cannot be nore than one instance of any
of the follow ng options.

Mobi | e Node Identifier option

Home Network Prefix option

Handof f | ndi cator option

Access Technol ogy Type option

Ti mest anp option

Mobi | e Node Link-layer Identifier option
Li nk-1 ocal Address option

Additionally, there can be one or nore instances of the Vendor-
Specific Mbility option [ RFC5094].

St at us

An 8-bit unsigned integer indicating the disposition of the Proxy
Bi ndi ng Update. Values of the Status field I ess than 128 indicate
that the Proxy Binding Update was accepted by the | ocal nobility
anchor. Values greater than or equal to 128 indicate that the
Proxy Bindi ng Update nessage was rejected by the local nobility
anchor. Section 8.9 defines the Status values that can used in
Proxy Bi ndi ng Acknow edgenment nessage.

For descriptions of other fields present in this nessage, refer to
Section 6.1.8 of [RFC3775].

8.3. Hone Network Prefix Option

A new option, Home Network Prefix option is defined for use with the
Proxy Bi ndi ng Update and Proxy Bindi ng Acknowl edgenent nessages
exchanged between a | ocal nobility anchor and a nobil e access
gateway. This option is used for exchanging the nobile node’s hone
network prefix information. There can be nmultiple Honme Network
Prefix options present in the nessage.

The Horme Network Prefix Option has an alignment requirenent of 8n+4.
Its format is as follows:
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0 1 2 3
01234567890123456789012345678901
T S S T T S S T i S S s sl S S PSS

+-
| Type | Length | Reserved | Prefix Length
T ST S e T S Tk a S S S S e T
I I
+ +
| | |
+ Horme Network Prefix +
I I
+ +
I I
+- +

T S S T T o A S S S e R S S S S S S S

Type
22

Lengt h
8-bit unsigned integer indicating the length of the option
in octets, excluding the type and length fields. This field
MUST be set to 18.

Reserved (R)
This 8-bit field is unused for now The value MJST be
initialized to 0 by the sender and MUST be ignored by the
receiver.

Prefix Length

8-bit unsigned integer indicating the prefix length of the
| Pv6 prefix contained in the option

Home Network Prefix

A sixteen-byte field containing the nobile node’s | Pv6 Home
Net wor k Prefi x.

8.4. Handoff Indicator Option

A new option, Handoff Indicator option is defined for use with the
Proxy Bi ndi ng Update and Proxy Bindi ng Acknowl edgenent nessages
exchanged between a | ocal nobility anchor and a nobil e access
gateway. This option is used for exchanging the nobile node’s
handof f-rel ated hints.
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The Handoff | ndicator option has no alignnent requirenment. |Its
format is as foll ows:

0 1 2 3
01234567890123456789012345678901
i T i i e S I ih s o S S ™
| Type | Lengt h | Reserved (R | HI |
i T i i e S I ih s o S S ™

Type
23

Lengt h

8-bit unsigned integer indicating the length of the option
in octets, excluding the type and length fields. This field
MJUST be set to 2.

Reserved (R)

This 8-bit field is unused for now The value MJST be
initialized to O by the sender and MJST be ignored by the
receiver.

Handoff | ndicator (H)

An 8-bit field that specifies the type of handoff. The val ues
(0 - 255) will be allocated and managed by I ANA. The foll ow ng
val ues are currently defined.

Reserved

Attachnment over a new interface

Handof f between two different interfaces of the nobile node
Handof f between nobil e access gateways for the sane interface
Handof f state unknown

Handof f state not changed (Re-registration)

agRONMREO

8.5. Access Technol ogy Type Option

A new option, Access Technol ogy Type option is defined for use with
the Proxy Bindi ng Update and Proxy Bi ndi ng Acknow edgenent nessages
exchanged between a | ocal nobility anchor and a nobil e access
gateway. This option is used for exchanging the type of the access
technol ogy by which the nobile node is currently attached to the
nmobi | e access gat eway.
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The Access Technol ogy Type Option has no alignment requirenment. |Its
format is as foll ows:

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Type | Lengt h | Reserved (R | ATT |
il s T T S S S S S i N T i ST S S S S S e e L T 2

Type
24

Lengt h

8-bit unsigned integer indicating the length of the option
in octets, excluding the type and length fields. This field
MJUST be set to 2.

Reserved (R)

This 8-bit field is unused for now The value MJST be
initialized to O by the sender and MJST be ignored by the
receiver.

Access Technol ogy Type (ATT)

An 8-bit field that specifies the access technol ogy through
whi ch the nobile node is connected to the access |ink on the
nobi | e access gat eway.

The values (0 - 255) will be allocated and managed by | ANA. The
foll owing values are currently reserved for the bel ow specified
access technol ogy types.

0: Reserved (" Reserved")

1. Virtual ("Logical Network Interface")
2: PPP (" Poi nt-to-Point Protocol")
3: | EEE 802.3 ("Ethernet")

4: | EEE 802.11a/b/g ("Wreless LAN")

5: | EEE 802. 16e ("W MAX")
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8.6. Mobile Node Link-layer ldentifier Option

A new option, Mbile Node Link-layer ldentifier option is defined for
use with the Proxy Binding Update and Proxy Bi ndi ng Acknow edgenent
nmessages exchanged between a local nmobility anchor and a nobile
access gateway. This option is used for exchangi ng the nobile node’s
link-layer identifier.

The format of the Link-layer ldentifier option is shown below Based
on the size of the identifier, the option MJST be aligned
appropriately, as per nobility option alignnent requirenents
specified in [ RFC3775].

0 1 2 3
01234567890123456789012345678901
Fo o e d o e de Fe e e Fe e e e e e e e e e e e e Fe e e e e e e e -+
| Type | Lengt h | Reser ved |
Fo o e de o e e Fe e e Fe e e e e e e e e e e e e Fe e e e e e e e -+
|
+

Li nk-1ayer ldentifier +
T S T T s T T o S T o s st s U S S Y I o S S

Type
25

Lengt h
8-bit unsigned integer indicating the length of the option
in octets, excluding the type and length fields.

Reserved

This field is unused for now. The value MJST be initialized to
0 by the sender and MUST be ignored by the receiver.

Li nk-1ayer Identifier

A variable length field containing the nobile node’s |ink-Iayer
identifier.

The content and format of this field (including byte and bit
ordering) is as specified in Section 4.6 of [RFC4861] for
carrying link-layer addresses. On certain access |inks, where
the link-layer address is not used or cannot be determ ned,
this option cannot be used.
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8.7. Link-local Address Option

A new option, Link-local Address option is defined for use with the
Proxy Bi ndi ng Update and Proxy Bindi ng Acknow edgenent nessages
exchanged between a | ocal nobility anchor and a nobil e access
gateway. This option is used for exchanging the Iink-Iocal address
of the nobil e access gateway.

The Link-1ocal Address option has an alignnment requirenent of 8n+6.
Its format is as follows:

0 1 2 3
01234567890123456789012345678901
e S S D i i S S S

| Type | Lengt h |
I T S I T i i S e S I S

+-

I I

+ +
| _ |

+ Li nk-1 ocal Address +
I I

+ +
I I

T S o T s T T o S T il sl S T R S i i

Type
26

Lengt h
8-bit unsigned integer indicating the length of the option
in octets, excluding the type and length fields. This field
MUST be set to 16.

Li nk-1 ocal Address
A sixteen-byte field containing the |ink-1ocal address.

8.8. Tinestanp Option

A new option, Tinmestanp option is defined for use in the Proxy
Bi ndi ng Updat e and Proxy Bindi ng Acknow edgenent nessages.

The Tinmestanp option has an alignnment requirenent of 8n+2. |Its
format is as foll ows:
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0 1

0123456789012345672829
+- -+ -
I

Typ

2

01
+- +-
ype
T T i T S S S S

+

+- -
+ Ti mest anp
i T R I e i T T R T s S i I R S i S e T

Type
27

Lengt h

8-bit unsigned integer indicating the length in octets of
the option, excluding the type and length fields. The value
for this field MIUST be set to 8.

Ti mest anp

A 64-bit unsigned integer field containing a tinestanp. The
val ue indicates the nunber of seconds since January 1, 1970,
00: 00 UTC, by using a fixed point format. |In this format, the
i nteger nunber of seconds is contained in the first 48 bits of
the field, and the remaining 16 bits indicate the nunber of

1/ 65536 fractions of a second.

8.9. Status Val ues

Thi s docunent defines the followi ng new Status values for use in
Proxy Bi ndi ng Acknow edgenent messages. These values are to be

all ocated fromthe same nunber space, as defined in Section 6.1.8 of
[ RFC3775] .

Status values |less than 128 indicate that the Proxy Binding Update
nmessage was accepted by the local nobility anchor. Status val ues
greater than 128 indicate that the Proxy Bi nding Update was rejected
by the local mobility anchor.

PROXY_REG NOT_ENABLED: 152

Proxy registration not enabled for the nobile node
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NOT_LMA FOR THI S_MOBI LE_NODE: 153
Not | ocal mobility anchor for this nobile node
MAG_NOT_AUTHORI ZED_FOR_PROXY_REG 154

The nobil e access gateway is not authorized to send proxy binding
updat es

NOT_AUTHORI ZED_FOR_HOVE_NETWORK_PREFI X: 155

The nobil e node is not authorized for one or nore of the
requesti ng hone network prefixes

TI MESTAMP_M SVATCH: 156
Invalid tinmestanp value (the clocks are out of sync)
TI MESTAMP_LOWER THAN PREV_ACCEPTED: 157
The timestanp value is |lower than the previously accepted val ue
M SSI NG_HOVE_NETWORK_PREFI X_OPTI ON: 158
M ssing home network prefix option
BCE_PBU_PREFI X_SET_DO NOT_MATCH: 159

Al'l the home network prefixes listed in the BCE do not match all
the prefixes in the received PBU

M SSI NG_MN_| DENTI FI ER_OPTI ON: 160

M ssing nobil e node identifier option
M SSI NG_HANDOFF_| NDI CATOR_OPTI ON: 161

M ssi ng handoff indicator option
M SSI NG _ACCESS TECH TYPE_OPTI ON: 162

M ssing access technol ogy type option
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Additionally, the followi ng Status val ues defined in [ RFC3775] can
al so be used in a Proxy Binding Acknow edgenent nessage.

0 Proxy Binding Update accepted
128 Reason unspecified
129 Admi nistratively prohibited
130 Insufficient resources
9. Protocol Configuration Variabl es
9.1. Local Mbility Anchor - Configuration Variables

The | ocal nobility anchor MJUST allow the follow ng variables to be
configured by the system nanagenent. The configured val ues for these
protocol variables MJST survive server reboots and service restarts.

M nDel ayBef or eBCEDel et e

This variable specifies the amount of time in mlliseconds the

| ocal nobility anchor MJUST wait before it deletes a Binding Cache
entry of a nobile node, upon receiving a Proxy Bindi ng Update
nessage froma nobile access gateway with a lifetinme value of O.
During this wait time, if the local mobility anchor receives a
Proxy Binding Update for the sanme nmobility binding, with a
lifetine value greater than 0, then it nust update the binding
cache entry with the accepted binding values. By the end of this
wait-time, if the local nobility anchor did not receive any valid
Proxy Binding Update nessage for that nobility binding, it MJST
del ete the Binding Cache entry. This delay essentially ensures a
nobi | e node’ s Bi nding Cache entry is not deleted too quickly and
all ows sonme tine for the new nobile access gateway to conplete the
signaling for the nobile node.

The default value for this variable is 10000 milliseconds.

Gundavel I'i, et al. St andar ds Track [ Page 80]



RFC 5213 Proxy Mbile | Pv6 August 2008

MaxDel ayBef or eNewBCEAsSi gn

This variable specifies the amount of time in mlliseconds the

| ocal nobility anchor MJUST wait for the de-registration nmessage
for an existing nmobility session before it decides to create a new
nmobility session

The default value for this variable is 1500 mlliseconds.

Note that there is a dependency between this value and the val ues
used in the retransm ssion algorithmfor Proxy Binding Updates.
The retransm ssions need to happen before

MaxDel ayBef or eNewBCEAssi gn runs out, as otherw se there are
situations where a de-registration froma previ ous nobil e access
gateway nmay be lost, and the local nobility anchor creates,

needl essly, a new nobility session and new prefixes for the nobile
node. However, this affects situations where there is no
information fromthe | ower |ayers about the type of a handoff or
ot her paraneters that can be used for identifying the nmobility
sessi on.

Ti mest anpVal i di t yW ndow

This variabl e specifies the maxi mum anount of tinme difference in
mlliseconds between the tinmestanp in the received Proxy Binding
Updat e nmessage and the current tinme of day on the local mobility
anchor, that is allowed by the local nobility anchor for the
recei ved nessage to be considered valid.

The default value for this variable is 300 mlliseconds. This
vari abl e nust be adjusted to suit the depl oynents.

9.2. Mobile Access Gateway - Configuration Variabl es

The nobil e access gateway MJST allow the follow ng variables to be
configured by the system nanagenent. The configured values for these
protocol variables MJST survive server reboots and service restarts.

Enabl eMAGLocal Rout i ng

This flag i ndicates whether or not the nobile access gateway is
all oned to enable local routing of the traffic exchanged between a
visiting nobile node and a correspondent node that is locally
connected to one of the interfaces of the nobil e access gateway.
The correspondent node can be another visiting nobile node as
well, or a local fixed node.
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9.

3.

The default value for this flag is set to a value of 0, indicating
that the nobile access gateway MJST reverse tunnel all the traffic
to the nobile node’'s local mobility anchor.

When the value of this flag is set to a value of 1, the nobile
access gateway MJST route the traffic |ocally.

This aspect of local routing MAY be defined as policy on a per
nobi | e basis and when present will take precedence over this flag.

Proxy Mbile IPv6 Domain - Configuration Variabl es

Al'l the nobile entities (local mobility anchors and nobil e access
gateways) in a Proxy Mobile IPv6 domain MJST allow the follow ng
variables to be configured by the system nanagenent. The configured
val ues for these protocol variables MJST survive server reboots and
service restarts. These variables MJST be globally fixed for a given
Proxy Mbile IPv6 domain resulting in the same val ues bei ng enforced
on all the nmobility entities in that domain.

Ti mest anpBasedAppr oachl nUse

This flag indicates whether or not the tinestanp-based approach
for message ordering is in use in that Proxy Mbile | Pv6 domain.
When the value for this flag is set to 1, all the nobile access
gateways in that Proxy Mobile |Pv6 domain MJST apply the

ti mest anp- based considerations listed in Section 5.5. When the
value of this flag is set to 0, sequence-nunber-based
considerations listed in Section 5.5 MJIST be applied. The default
value for this flag is set to value of 1, indicating that the

ti mest anp- based mechanismis in use in that Proxy Mbile | Pv6
domai n.

Mobi | eNodeGener at edTi mest anpl nUse

This flag indicates whether or not the nobil e-node-generated
ti mestanp approach is in use in that Proxy Mbile | Pv6 domain.
When the value for this flag is set to 1, the local nmobility
anchors and nobil e access gateways in that Proxy Mobile |Pv6
domai n MUST apply the nobile node generated tinestanp

consi derations as specified in Section 5.5.

This flag is relevant only when tinestanp-based approach is in
use. The value for this flag MJST NOT be set to value of 1, if
the val ue of the TinestanpBasedApproachlnUse flag is set to O.
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The default value for this flag is set to value of 0, indicating
that the nobile node generated tinmestanp nechanismis not in use
in that Proxy Mbile |IPv6 domain.

Fi xedMAGLI nkLocal Addr essOnAl | AccessLi nks

This variable indicates the link-I1ocal address value that all the
nobi | e access gateways SHOULD use on any of the access |inks
shared with any of the nobile nodes in that Proxy Mbile |IPv6
donmai n. If this variable is initialized to ALL_ZERO val ue, it
inmplies the use of fixed link-1ocal address node is not enabl ed
for that Proxy Mbile |IPv6 domain.

Fi xedMAGLi nkLayer Addr essOnAl | AccessLi nks

This variable indicates the |ink-layer address value that all the
nobi | e access gateways SHOULD use on any of the access |inks
shared with any of the nobile nodes in that Proxy Mbile |IPv6
domain. For access technol ogies where there is no |ink-Iayer
address, this variable MJUST be initialized to ALL_ZERO val ue.

10. | ANA Consi der ati ons

Thi s docunent defines six new Mbility Header options, the Home
Networ k Prefix Option, Handoff Indicator Option, Access Technol ogy
Type Option, Mbile Node Link-layer Identifier Option, Link-Iloca
Address Option, and Tinestanp Option. These options are described in
Section 8. The Type value for these options has been assigned from

t he sanme nunbering space as allocated for the other nobility options,
as defined in [ RFC3775].

The Handoff Indicator Option, defined in Section 8.4 of this
docunent, introduces a new Handoff Indicator (H) nunbering space,
where the values fromO to 5 have been reserved by this docunent.
Approval of new Handoff Indicator type values are to be nade through
| ANA Expert Revi ew.

The Access Technol ogy Type Option, defined in Section 8.5 of this
docunent, introduces a new Access Technol ogy type (ATT) nunbering
space, where the values fromO to 5 have been reserved by this
docunent. Approval of new Access Technol ogy type values are to be
made through | ANA Expert Revi ew.

Thi s docunent al so defines new Bi ndi ng Acknow edgenent st atus val ues,
as described in Section 8.9. The status val ues MJUST be assigned from
t he same nunber space used for Binding Acknow edgenent status val ues,
as defined in [RFC3775]. The allocated val ues for each of these
status val ues nust be greater than 128.
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11.

Thi s docunment creates a new registry for the flags in the Binding
Updat e nmessage called the "Bi nding Update Fl ags".

The followi ng flags are reserved:
(A) 0x8000 [ RFC3775]
(H) 0x4000 [ RFC3775]
(L) 0x2000 [RFC3775]
(K) 0x1000 [ RFC3775]
(M 0x0800 [ RFC4140]
(R) 0x0400 [ RFC3963]
Thi s docunent reserves a new flag (P) as foll ows:
(P) 0x0200

The rest of the values in the 16-bit field are reserved. New val ues
can be assigned by Standards Action or |ESG approval .

Thi s docunent al so creates a new registry for the flags in the
Bi ndi ng Acknow edgnent nessage called the "Binding Acknow edgnent
Fl ags". The follow ng values are reserved.
(K) 0x80 [ RFC3775]
(R) 0x40 [ RFC3963]
Thi s docunent reserves a new flag (P) as foll ows:

(P) 0x20

The rest of the values in the 8-bit field are reserved. New val ues
can be assigned by Standards Action or |ESG approval .

Security Considerations

The potential security threats agai nst any network-based mobility
managenent protocol are described in [RFC4832]. This section
expl ai ns how Proxy Mbile | Pv6 protocol defends itself against those
threats.
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12.

Proxy Mbile I Pv6 protocol recommends the signaling nmessages, Proxy
Bi ndi ng Update and Proxy Bi ndi ng Acknowl edgenent, exchanged between
the nobil e access gateway and the local mobility anchor to be
protected using | Psec using the established security association
between them This essentially elimnates the threats related to the
i npersonation of the nobile access gateway or the local nobility
anchor .

This specification allows a nobile access gateway to send binding
regi strati on nessages on behalf of a nobile node. |If proper

aut hori zati on checks are not in place, a nalicious node may be able
to hijack a nobile node’s nobility session or may carry out a denial -
of -service attack. To prevent this attack, this specification
requires the local nmobility anchor to allow only authorized nobile
access gateways that are part of that Proxy Mobile |IPv6 donmain to
send Proxy Binding Update nessages on behalf of a nobile node.

To elimnate the threats on the interface between the nobile access
gateway and the nobile node, this specification requires an
establ i shed trust between the nobile access gateway and the nobile
node and to authenticate and authorize the nobile node before it is
allowed to access the network. Further, the established

aut henti cati on nmechani snms enabl ed on that access link will ensure
that there is a secure binding between the nobile node’s identity and
its link-layer address. The nobile access gateway will definitively

identify the nobile node fromthe packets that it receives on that
access |ink.

To address the threat related to a conproni sed nobil e access gat eway,
the local nobility anchor, before accepting a Proxy Binding Update
nmessage for a given nobile node, may ensure that the nobile node is
attached to the nobil e access gateway that sent the Proxy Binding
Updat e nmessage. This nmay be acconplished by contacting a trusted
entity, which is able to track the nobile node’s current point of
attachment. However, the specific details of the actual mechani sns
for achieving this is outside the scope of this docunent.
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Appendi x A.  Proxy Mbile IPv6 Interactions with AAA Infrastructure

Every nobile node that roanms in a proxy Mbile I Pv6 dormai n woul d
typically be identified by an identifier, M\Identifier, and that
identifier will have an associated policy profile that identifies the
nmobi | e node’ s hone network prefix(es) on a per-interface basis,

perm tted address configurati on nodes, roaning policy, and other
paraneters that are essential for providing network-based nobility
managenent service. This information is typically configured in AAA
In sone cases, the home network prefix(es) nay be dynanically
assigned to the nobile node’'s interface, after its initial attachnent
to the Proxy Mobile | Pv6 domain over that interface and may not be
configured in the nobile node’'s policy profile.

The network entities in the proxy Mbile |IPv6 domain, while serving a
nobi | e node, will have access to the nobile node’s policy profile and
these entities can query this information using RAD US [ RFC2865] or

DI AMETER [ RFC3588] protocol s.

Appendi x B. Routing State

The followi ng section explains the routing state created for a nobile
node on the nobile access gateway. This routing state reflects only
one specific way of inplenmentation, and one MAY choose to inpl enent
it in other ways. The policy based route defined below acts as a
traffic selection rule for routing a nobile node’s traffic through a
specific tunnel created between the nobil e access gateway and that
nobi | e node’s local nobility anchor and with the specific
encapsul ati on node, as negoti at ed.

The bel ow exanple identifies the routing state for two visiting
nobi | e nodes, MN1 and MN2, with their respective local mobility
anchors, LMA1 and LMAZ2.

For all traffic fromthe nobile node, identified by the nobile node's

MAC address, ingress interface or source prefix (MH:-HNP) to
_ANY_DESTI NATION_ route via interface tunnel O, next-hop LMAA
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E s s s —————————
| Packet Source | Destination Address | Destination Interface

E s s s —————————
| MAC Address_NMN1, | _ANY_DESTI NATI ON_ | Tunnel O |
| (1Pv6 Prefix or I e |
| Input Interface) | Locally Connected | Tunnel O |
o m ot o e o e o e o e o e e e e o e e e e e e e e e e e e e e e e e e e e e mi—ioooo - +
| MAC Address_MN2, | _ANY_DESTI NATI ON_ | Tunnel 1 |
+ (IPV6 PrefiX Or @ m--ommmm e e |
| Input Interface | Locally Connected | di rect |
o m ot o e o e o e o e o e e e e o e e e e e e e e e e e e e e e e e e e e e mi—ioooo - +

Exanpl e - Policy-Based Route Tabl e

E s s s —————————
| Interface | Source Address | Destination Address | Encapsul ation

E s s s —————————
| Tunnel O | Pr oxy- CoA | LMAAL | 1Pv6-in-1Pv6 |
o m ot o e o e o e o e o e e e e o e e e e e e e e e e e e e e e e e e e e e mi—ioooo - +
| Tunnel 1 | Pr oxy- CoA | LMAA2 | 1Pv6-in-1Pv6

o m ot o e o e o e o e o e e e e o e e e e e e e e e e e e e e e e e e e e e mi—ioooo - +

Exanpl e - Tunnel Interface Table
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