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Abstract

Time Division Miultiplexing over P (TDWIP) is a structure-aware

met hod for transporting Tinme Division Miultiplexed (TDM signals using
pseudowi res (PW). Being structure-aware, TDWolIP is able to ensure
TDM structure integrity, and thus withstand network degradations
better than structure-agnostic transport. Structure-aware nethods
can di stinguish individual channels, enabling packet |oss conceal nent
and bandwi dt h conservation. Accesibility of TDM signaling
facilitates nmechani snms that exploit or manipul ate signaling.
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1. Introduction

Tel ephony traffic is conventionally carried over connection-oriented
synchronous or plesiochronous links (loosely called TDMcircuits
herein). Wth the proliferation of Packet Sw tched Networks (PSNs),
transport of TDM services over PSN infrastructures has becone
desirable. Enulation of TDMcircuits over the PSN can be carried out
usi ng pseudowires (PWs), as described in the PWE3 architecture

[ RFC3985]. This enulation nmust maintain service quality of native
TDM in particular voice quality, latency, timng, and signaling
features nust be simlar to those of existing TDM networks, as
described in the TDM PWrequirenents docunent [RFC4197].

Structure- Agnostic TDM over Packet (SAToP) [RFC4553] is a structure-
agnostic protocol for transporting TDM over PSNs. The present
docunent details TDM over |P (TDWbl P), a structure-aware nethod for
TDM transport. In contrast to SAToP, structure-aware methods such as
TDMVbl P ensure the integrity of TDM structure and thus enable the PW
to better withstand network degradations. |ndividual nultiplexed
channel s becone visible, enabling the use of per channel mechani sns
for packet |oss conceal nent and bandwi dth conservation. TDM
signaling al so beconmes accessible, facilitating nechani sns that
exploit or manipulate this signaling.

Despite its name, the TDMbl P(R) protocol herein described nmay operate
over several types of PSN, including UDP over |Pv4 or |Pv6, MPLS,
Layer 2 Tunneling Protocol version 3 (L2TPv3) over IP, and pure

Et hernet. Inplenmentation specifics for particular PSNs are discussed
in Section 4. Although the protocol should be nore generally called
TDMoPW and its specific inplenmentati ons TDWI P, TDWOMPLS, etc., we
retain the nomenclature TDWoI P for consistency with earlier usage.

The interworking function that connects between the TDM and PSN
worlds will be called a TDWIP interworking function (I1W), and it
may be situated at the provider edge (PE) or at the custoner edge
(CE). The IW that encapsul ates TDM and injects packets into the PSN
will be called the PSN-bound interworking function, while the W
that extracts TDM data from packets and generates traffic on a TDM
network will be called the TDM bound interworking function. Emulated
TDM circuits are always point-to-point, bidirectional, and transport
TDM at the sane rate in both directions.

As with all PWs, TDWbl P PW may be nanual ly configured or set up
usi ng the PWE3 control protocol [RFC4447]. Extensions to the PWE3
control protocol required specifically for setup and mai ntenance of
TDWol P pseudowi res are described in [ TDM CONTROL] .
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The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. TDM Structure and Structure-aware Transport

Al though TDM circuits can be used to carry arbitrary bit-streans,
there are standardi zed nmethods for carrying constant-1ength bl ocks of
data called "structures"”. Famliar structures are the T1 or El1
frames [ Gr04] of length 193 and 256 bits, respectively. By

concat enati on of consecutive Tl or E1 frames we can build higher

| evel structures called superframes or multiframes. T3 and E3 franes
[ G704] [ Gr51] are nuch larger than those of T1 and El1, and even | arger
structures are used in the GSM Abi s channel described in [TRAU . TDM
structures contain TDM data plus structure overhead; for exanple, the
193-bit T1 frame contains a single bit of structure overhead and 24
bytes of data, while the 32-byte E1 frame contains a byte of overhead
and 31 data bytes.

Structured TDMcircuits are frequently used to transport nultipl exed
channels. A single byte in the TDMfrane (called a tineslot) is

all ocated to each channel. A frane of a channelized Tl carries 24
byt e-si zed channels, while an E1 frane consists of 31 channels.
Since TDM frames are sent 8000 tines per second, a single byte-sized
channel carries 64 kbps.

TDM structures are universally delimted by placing an easily
detectabl e periodic bit pattern, called the Frame Alignnent Signa
(FAS), in the structure overhead. The structure overhead may
additionally contain error nmonitoring and defect indications. W
wWill use the term"structured TDM to refer to TDMw th any |evel of
structure inposed by an FAS. Unstructured TDMsignifies a bit stream
upon which no structure has been inposed, inplying that all bits are
avai |l abl e for user data.

SATOP [ RFC4553] is a structure-agnostic protocol for transporting TDM
using PW. SAToP treats the TDMinput as an arbitrary bit-stream
conpl etely disregarding any structure that may exist in the TDM bit-
stream Hence, SAToP is ideal for transport of truly unstructured
TDM but is also suitable for transport of structured TDM when there
is no need to protect structure integrity nor interpret or nmanipul ate
i ndi vidual channels during transport. |In particular, SAToP is the
techni que of choice for PSNs with negligible packet |oss, and for
applications that do not require discrimnation between channels nor
intervention in TDM si gnal i ng.

As described in [ RFC4553], when a single SAToP packet is lost, an
"all ones" pattern is played out to the TDMinterface. This pattern
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is interpreted by the TDM end equi prent as an Al arm | ndi cation Signal
(AI'S), which, according to TDM standards [ G826], imrediately triggers
a "severely errored second" event. As such events are considered

hi ghly undesirable, the suitability of SAToP is limted to extremely
reliable and underutilized PSNs.

When structure-aware TDM transport is enployed, it is possible to
explicitly safeguard TDM structure during transport over the PSN

t hus maki ng possible to effectively conceal packet |oss events.
Structure-aware transport exploits at |east sone |evel of the TDM
structure to enhance robustness to packet | oss or other PSN
shortcom ngs. Structure-aware TDM PW are not required to transport
structure overhead across the PSN, in particular, the FAS MAY be
stripped by the PSN-bound | W and MJST be regenerated by the TDW
bound I W. However, structure overhead MAY be transported over the
PSN, since it may contain information other than FAS.

In addition to guaranteeing nai ntenance of TDM synchroni zati on
structure-aware TDM transport can al so distinguish individua
timeslots of channelized TDM thus enabling sophisticated packet |oss
conceal nent at the channel level. TDM signaling also becones
visible, facilitating nmechanisns that maintain or exploit this
information. Finally, by taking advantage of TDM signaling and/or

voi ce activity detection, structure-aware TDM transport makes
bandwi dt h conservati on possi bl e.

There are three conceptually distinct methods of ensuring TDM
structure integrity -- namely, structure-locking, structure-

i ndi cation, and structure-reassenbly. Structure-Ilocking requires
each packet to commence at the start of a TDM structure, and to
contain an entire structure or integral nultiples thereof.
Structure-indication allows packets to contain arbitrary fragments of
basic structures, but enploys pointers to indicate where each
structure commences. Structure-reassenbly is only defined for
channel i zed TDM the PSN-bound |IW extracts and buffers individual
channels, and the original structure is reassenbled fromthe received
constituents by the TDM bound | W.

Al'l three methods of TDM structure preservation have their
advantages. Structure-locking is described in [RFC5086], while the
present docunent specifies both structure-indication (see

Section 5.1) and structure-reassenbly (see Section 5.2) approaches.
Structure-indication is used when channels may be all ocated
statically, and/or when it is required to interwork with existing
circuit enmulation systenms (CES) based on AAL1l. Structure-reassenbly
is used when dynamic allocation of channels is desirable and/ or when
it isrequired to interwork with existing | oop enul ati on systens
(LES) based on AAL2.
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Qperation, admnistration, and nai ntenance (OAM mechani sns are vital
for proper TDM depl oynents. As aforenentioned, structure-aware
nmechani sns may refrain fromtransporting structure overhead across
the PSN, disrupting OAM functionality. It is beneficial to

di stingui sh between two OAM cases, the "trail term nated" and the
"trail extended" scenarios. Atrail is defined to be the conbination
of data and associated OAM i nformation transfer. Wen the TDMtrail
is ternminated, OQAM i nformati on such as error nonitoring and defect

i ndi cations are not transported over the PSN, and the TDM networks

function as separate OAM domains. In the trail extended case, we
transfer the OCAMinfornati on over the PSN (al though not necessarily
inits native format). OAMWw || be discussed further in Section 6.

3. TDWol P Encapsul ation

The overall format of TDWol P packets is shown in Figure 1.

o m e e e e e i oo +
| PSN Headers |
o m e e e e e i oo +
| TDMbl P Control Word |
o m e e e e e i oo +
| Adapt ed Payl oad |
o m e e e e e i oo +

Figure 1. Basic TDWI P Packet For mat

The PSN-specific headers are those of UDP/IP, L2TPv3/IP, MPLS or

| ayer 2 Ethernet, and contain all information necessary for

forwardi ng the packet fromthe PSN-bound IW to the TDM bound one.
The PSN is assuned to be reliable enough and of sufficient bandw dth
to enable transport of the required TDM dat a.

A TDMol P I WF may simul taneously support multiple TDM PW, and the
TDMVbl P | WF MUST mai ntain context information for each TDM PW
Distinct PW are differentiated based on PWI abels, which are carried
in the PSN-specific layers. Since TDMis inherently bidirectional,
the association of two PW in opposite directions is required. The
PW Il abels of the two directions MAY take di fferent val ues.

In addition to the aforenenti oned headers, an OPTI ONAL 12-byte RTP
header may appear in order to enable explicit transfer of timng
information. This usage is a purely fornmal reuse of the header
format of [RFC3550]. RTP nechani snms, such as header extensions,
contributing source (CSRC) |ist, padding, RTP Control Protocol
(RTCP), RTP header conpression, Secure RTP (SRTP), etc., are not
appl i cabl e.
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The RTP tinmestanp indicates the packet creation tinme in units of a
conmon cl ock avail able to both comunicating TDWbI P | WFs.  \When no
conmon clock is available, or when the TDWI P | Ws have sufficiently
accurate local clocks or can derive sufficiently accurate timng

wi thout explicit tinestanps, the RTP header SHOULD be omtted.

If RTP is used, the fixed RTP header described in [ RFC3550] MUST

i medi ately follow the control word for all PSN types except UDP/IP
for which it MJST precede the control word. The version nunber MJST
be set to 2, the P (padding), X (header extension), CC (CSRC count),
and M (marker) fields in the RTP header MJUST be set to zero, and the
payl oad type (PT) values MJST be allocated fromthe range of dynamc
val ues. The RTP sequence nunber MJST be identical to the sequence
nunber in the TDWbl P control word (see below). The RTP tinmestanp
MJST be generated in accordance with the rul es established in

[ RFC3550]; the clock frequency MJST be an integer multiple of 8 kHz,
and MJST be chosen to enable tining recovery that conforns with the
appropriate standards (see Section 7.2).

The 32-bit control word MJUST appear in every TDWbl P packet. Its
format, in conformty with [ RFC4385], is depicted in Figure 2.

0 1 2 3
01234567890123456789012345678901
il aT T T S o S S e I S S R T it sl T s s
| RES |LIR M]|RES] Length | Sequence Numnber |
il aT T T S o S S e I S S R T it sl T s s

Figure 2. Structure of the TDWoI P Control Wrd

RES (4 bits) The first nibble of the control word MJST be set to
zero when the PSNis MPLS, in order to ensure that the packet does
not alias an | P packet when forwardi ng devi ces perform deep packet
i nspection. For PSNs other than MPLS, the first nibble MAY be set
to zero; however, in earlier versions of TDWoIP this field
contained a format identifier that was optionally used to specify
the payl oad fornat.

L Local Failure (1 bit) The L flag is set when the I W has detected
or has been informed of a TDM physical layer fault inpacting the
TDM data being forwarded. In the "trail extended" OAM scenario
the L flag MIST be set when the I W detects |oss of signal, |oss
of frame synchronization, or AIS. Wuen the L flag is set the
contents of the packet may not be neani ngful, and the payl oad MAY
be suppressed in order to conserve bandw dth. Once set, if the
TDM fault is rectified the L flag MJST be cleared. Use of the L
flag is further explained in Section 6.
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R Renote Failure (1 bit) The Rflag is set when the | W has detected
or has been infornmed, that TDM data is not being received fromthe
renote TDM network, indicating failure of the reverse direction of
the bidirectional connection. An |W SHOULD generate TDM Renot e
Def ect Indicator (RD) upon receipt of an Rflag indication. 1In
the "trail extended" OAM scenario the R flag MJUST be set when the
| WF detects RDI. Use of the Rflag is further explained in
Section 6.

M Defect Modifier (2 bits) Use of the Mfield is optional; when
used, it supplenments the neaning of the L flag.

When L is cleared (indicating valid TDM data) the Mfield is used
as follows:

i ndi cates no | ocal defect nodification.
reserved.
reserved.
reserved.

R, OO
R ORFrO

When L is set (invalid TDMdata) the Mfield is used as foll ows:

0 0 indicates a TDM defect that should trigger conditioning
or Al'S generation by the TDM bound | WF.
01 indicates idle TDM data that should not trigger any alarm
If the payl oad has been suppressed then the preconfigured
i dl e code should be generated at egress.
1 0 indicates corrupted but potentially recoverable TDM dat a.
1 1 reserved.
Use of the Mfield is further explained in Section 6.
RES (2 bits) These bits are reserved and MJST be set to zero.

Length (6 bits) is used to indicate the Iength of the TDWI P packet
(control word and payload), in case padding is enployed to neet
m ni num transmni ssion unit requirements of the PSN. It MJST be
used if the total packet length (including PSN, optional RTP,
control word, and payload) is less than 64 bytes, and MJST be set
to zero when not used.

Sequence nunber (16 bits) The TDMWbl P sequence nunber provides the
common PW sequenci ng function described in [RFC3985], and enabl es
detection of |ost and m sordered packets. The sequence numnber
space is a 16-bit, unsigned circular space; the initial value of
the sequence nunber SHOULD be random (unpredictable) for security
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purposes, and its value is increnmented nodul o 216 separately for
each PW Pseudocode for a sequence nunber processing al gorithm
that could be used by a TDM bound | W is provided in Appendix A

In order to formthe TDWol P payl oad, the PSN bound | W extracts bytes
fromthe continuous TDM stream filling each byte fromits nost
significant bit. The extracted bytes are then adapted usi ng one of
two adaptation algorithnms (see Section 5), and the resulting adapted
payl oad is placed into the packet.

4. Encapsul ation Details for Specific PSNs

TDMWol P PW may exploit various PSNs, including UDP/IP (both |IPv4 and
| Pv6), L2TPv3 over IP (with no intervening UDP), MPLS, and |ayer-2
Ethernet. 1In the follow ng subsections, we depict the packet format
for these cases.

For MPLS PSNs, the format is aligned with those specified in [Y1413]
and [Y1414]. For UDP/IP PSNs, the format is aligned with those
specified in [Y1453] and [Y1452]. For transport over |ayer 2

Et hernet the format is aligned with [ MEF8].

4.1. UDP/IP

| TUT recommendation Y. 1453 [ Y1453] describes structure-agnostic and
structure-aware nechanisnms for transporting TDM over |P networKks.
Simlarly, ITUT reconmendation Y.1452 [Y1452] defines structure-
reassenbly mechani sns for this purpose. Al though the terninol ogy
used here differs slightly fromthat of the ITU, inplenentations of
TDMVblI P for UDP/I P PSNs as described herein will interoperate with

i npl ement ati ons designed to conply with Y. 1453 subclause 9.2.2 or

Y. 1452 cl ause 10.

For UDP/IPv4, the headers as described in [ RFC768] and [ RFC791] are
prefixed to the TDWMbl P data. The format is simlar for UDP/IPv6,
except the I P header described in [RFC2460] is used. The TDWbol P
packet structure is depicted in Figure 3.
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0 1 2 3
01234567890123456789012345678901
T T T T T T o SR o S S iy S S
IPVER | IHL | | P TCS | Total Length |
T T T T T T o SR o S S iy S S
I dentification | FI ags| Fragnment O f set |
T T T T T T o SR o S S iy S S
Time to Live | Pr ot ocol | | P Header Checksum |
T T T T T T o SR o S S iy S S
Source | P Address |
T T T T T T o SR o S S iy S S
Destination | P Address |
T T T T T T o SR o S S iy S S
Source Port Nunber | Destination Port Number |
T T T T T T o SR o S S iy S S
UDP Length | UDP Checksum |
T T ST S S S T T T o SIS YU S S Y S
cC | M PT | RTP Sequence Nunber |
- i s T ST S S S T T oL SIS S YR Sy S Y
opt | Ti mest anp |
il aT T T S o S S e I S S R T it sl T s s
opt | SSRC i dentifier |
il aT T T S o S S e I S S R T it sl T s s
| RES |LIR M]|RES| Length | Sequence Nunber |
il aT T T S o S S e I S S R T it sl T s s

3 4
=1

+

+- +-
Pl X]
+- +-

o
o

—+
s Sty Sl Sl Sl Sl Sl el

+

I Adapt ed Payl oad I
!I-- R o S S I e ST e e s s I S i S e e +-|+
Figure 3. TDWl P Packet Format for UDP/IP
The first five rows are the I P header, the sixth and seventh rows are
the UDP header. Rows 8 through 10 are the optional RTP header. Row

11 is the TDWbI P control word.

IPVER (4 bits) is the IP version nunber, e.g., |PVER=4 for |Pv4.
IHL (4 bits) is the length in 32-bit words of the |IP header, |HL=5.
IP TOS (8 bits) is the IP type of service.

Total Length (16 bits) is the length in bytes of header and data.

Identification (16 bits) is the IP fragmentation identification
field.
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Flags (3 bits) are the IP control flags and MJST be set to 2 in
order to avoid fragnentation.

Fragment Offset (13 bits) indicates where in the datagramthe
fragment belongs and is not used for TDWoI P.

Time to Live (8 bits) is the IPtime tolive field. Datagrams with
zero in this field are to be di scarded.

Protocol (8 bits) MJST be set to Ox11 (17) to signify UDP.
| P Header Checksum (16 bits) is a checksumfor the |IP header.
Source | P Address (32 bits) is the I P address of the source.

Destination |IP Address (32 bits) is the IP address of the
desti nati on.

Source and Destination Port Nunmbers (16 bits each)

Ei ther the source UDP port or destination UDP port MAY be used to
mul ti plex and derul ti pl ex individual PW between nodes.
Architecturally [RFC3985], this nakes the UDP port act as the PW
Label . PWendpoints MJUST agree upon use of either the source UDP
or destination UDP port as the PW Label.

UDP ports MUST be manual Iy configured by both endpoints of the PW
The configured source or destination port (one or the other, but
not both) together with both the source and destination IP
addresses uniquely identify the PW \When the source UDP port is
used as the PWI abel, the destination UDP port nunber MJST be set
to the | ANA assigned val ue of OxO85E (2142). Al UDP port val ues
that function as PWI abels SHOULD be in the range of dynamcally
al l ocated UDP port numbers (0xC000 through OxFFFF).

Whi | e many UDP- based protocols are able to traverse m ddl eboxes

wi t hout dire consequences, the use of UDP ports as PWI abel s makes
m ddl ebox traversal nore difficult. Hence, it is NOI RECOVWENDED
to use UDP-based PW where port-translating m ddl eboxes are
present between PW endpoints.

UDP Length (16 bits) is the length in bytes of UDP header and dat a.

UDP Checksum (16 bits) is the checksum of UDP/IP header and dat a.
If not conputed it MJUST be set to zero.
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4.2. MPLS

| TUT recommendation Y.1413 [Y1413] describes structure-agnostic and
structure-aware nechanisnms for transporting TDM over MPLS networ ks.
Simlarly, ITUT reconmendation Y.1414 [Y1413] defines structure-
reassenbly mechani sns for this purpose. Al though the terninol ogy
used here differs slightly fromthat of the ITU, inplenentations of
TDMWbl P for MPLS PSNs as described herein will interoperate with

i npl ement ati ons designed to conply with Y. 1413 subclause 9.2.2 or

Y. 1414 cl ause 10.

The MPLS header as described in [RFC3032] is prefixed to the contro
word and TDM payl oad. The packet structure is depicted in Figure 4.

0 1 2 3
01234567890123456789012345678901

R R i s i i S S S S S i St S S S S S S e el i
| Tunnel Label | EXP | S TTL |
i s i i T e S S S S s s st S S S
| PW | abel | EXP | 1] TTL |
R R i s i i S S S S S i St S S S S S S e el i
| RES |LIR M]|RES| Length | Sequence Nunber |
i s i i T e S S S S s s st S S S

opt| RTV|P|X] CC | M PT | RTP Sequence Nunber |
i s i i T e S S S S s s st S S S

opt | Ti mest anp |
il aT T T S o S S e I S S R T it sl T s s
opt | SSRC i dentifier |

T T S i S S S I T A i S S S S S

I I
Adapt ed Payl oad |

I

+

I

I

i S I i s T T S S o
Figure 4. TDWI P Packet Format for MPLS

The first two rows depicted above are the MPLS header; the third is
the TDWbl P control word. Fields not previously described will now be
expl ai ned.

Tunnel Label (20 bits) is the MPLS | abel that identifies the MPLS
LSP used to tunnel the TDM packets through the MPLS network. The
| abel can be assigned either by manual provisioning or via an MPLS
control protocol. Wiile transiting the MPLS network there nmay be
zero, one, or several tunnel |abel rows. For |abel stack usage
see [ RFC3032].
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EXP (3 bits) experinental field, may be used to carry Diffserv
classification for tunnel |abels.

S (1 bit) the stacking bit indicates MPLS stack bottom S=0 for all
tunnel | abels, and S=1 for the PWI abel.

TTL (8 bits) MPLS Tinme to live.

PW Label (20 bits) This |abel MJST be a valid MPLS | abel, and MAY be
configured or signal ed.
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4.3. L2TPv3

The L2TPv3 header defined in [RFC3931] is prefixed to the TDWbl P
data. The packet structure is depicted in Figure 5.

0 1 2 3

01234567890123456789012345678901
T T T T T T o SR o S S iy S S
IPVER | IHL | | P TCS | Total Length |
T T T T T T o SR o S S iy S S
I dentification | FI ags| Fragnment O f set |
T T T T T T o SR o S S iy S S
Time to Live | Pr ot ocol | | P Header Checksum |
T T T T T T o SR o S S iy S S
Source | P Address |
T T T T T T o SR o S S iy S S
Destination | P Address |
T T T T T T o SR o S S iy S S
Session ID = PW|I abel |
T T T T T T o SR o S S iy S S
cookie 1 (optional) |
T T T T T T o SR o S S iy S S
cookie 2 (optional) |
T S T T il it S S S
| RES| Length | Sequence Number |
T T ST S S S T T T o SIS YU S S Y S
\

T
' B
L

o
o

—+
it Sl Sl Sl Sl Sl Sl i Sl el

M PT | RTP Sequence Nunber |
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il aT T T S o S S e I S S R T it sl T s s
opt | SSRC identifier |
il aT T T S o S S e I S S R T it sl T s s

+3
=
)
+— +
P

I
Adapt ed Payl oad |
I
+

I

I

i S I i s T T S S o
Figure 5. TDWol P Packet Format for L2TPv3

Rows 6 through 8 are the L2TPv3 header. Fields not previously
described will now be expl ai ned.

Protocol (8 bits) is the IP protocol field. It nust be set to 0x73
(115), the user port nunber that has been assigned to L2TP by
| ANA.

Session ID (32 bits) is the locally significant L2TP session
identifier, and contains the PWIlabel. The value 0 is reserved.
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Cookie (32 or 64 bits) is an optional field that contains a randomy
sel ected val ue that can be used to validate association of the
received franme with the expected PW

4. 4. Et her net

Metro Ethernet Forum I npl ementation Agreenment 8 [ MEF8] descri bes
structure-agnostic and structure-aware nechani snms for transporting
TDM over Ethernet networks. |nplenmentations of structure-indicated
TDWol P as described herein will interoperate with inplenentations
designed to conply with MEF 8 Section 6. 3. 3.

The TDMWbl P payl oad is encapsul ated in an Ethernet frane by prefixing
the Ethernet destination and source MAC addresses, optional VLAN
header, and Ethertype, and suffixing the four-byte franme check
sequence. TDMol P i npl ementati ons MJST be able to receive both

i ndustry standard (DI X) Ethernet and | EEE 802. 3 [ | EEE802. 3] franes
and SHOULD transmt Ethernet frames.

Et hernet encapsul ation introduces restrictions on both m ni mrum and
maxi mum packet size. \Wenever the entire TDWI P packet is |less than
64 bytes, padding is introduced and the true |l ength indicated by
using the Length field in the control word. |In order to avoid
fragmentation, the TDWbl P packet MJST be restricted to the maxi mum
payl oad size. For exanple, the length of the Ethernet payload for a
UDP/ | P encapsul ati on of AAL1 fornat payl oad with 30 PDUs per packet
is 1472 bytes, which falls bel ow the maxi mal pernitted payl oad size
of 1500 bytes.

Et hernet franmes MAY be used for TDMWbl P transport wi thout intervening
| P or MPLS | ayers, however, an MPLS-style |abel MJST al ways be
present. In this four-byte header S=1, and all other non-Ilabel bits
are reserved (set to zero in the PSN-bound direction and ignored in
the TDM bound direction). The Ethertype SHOULD be set to 0x83D8
(35032), the value allocated for this purpose by the | EEE, but MAY be
set to Ox8847 (34887), the Ethertype of MPLS. The overall frane
structure is as follows:
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0 1 2 3
01234567890123456789012345678901
T o I I iy s (T S S
| Destination MAC Address
il aT T T S o S S e I S S R T it sl T s s
Desti nati on MAC Address (cont)
il aT T T S o S S e I S S R T it sl T s s
| Source MAC Address
il aT T T S o S S e I S S R T it sl T s s
Source MAC Address (cont) | VLAN Et hertype (opt) |
il aT T T S o S S e I S S R T it sl T s s
| VLP] C VLAN I D (opt) | Et hertype |
il aT T T S o S S e I S S R T it sl T s s
PW | abel | RES | 1] RES |
i S S T o T T al i S S S S
M| RES| Length | Sequence Number |
-+ + i S S T o T T al i S S S S
RTV|P|X] CC |M PT | RTP Sequence Nunber |
T T T T T T o SR o S S iy S S
opt | Ti mest anp |
il aT T T S o S S e I S S R T it sl T s s
opt | SSRC i dentifier |
il aT T T S o S S e I S S R T it sl T s s

-+ +
LI R
+-+

B
RES
e -
|

opt

+— +— +—
+=+— 4+

I
Adapt ed Payl oad |
I

il aT T T S o S S e I S S R T it sl T s s
| Frame Check Sequence |
il aT T T S o S S e I S S R T it sl T s s

Figure 6. TDWol P Packet Format for Ethernet

Rows 1 through 6 are the (DI X) Ethernet header; for 802.3 there may
be additional fields, depending on the value of the length field, see
[ EEE802.3]. Fields not previously described will now be expl ai ned.

Destination MAC Address (48 bits) is the globally unique address of
a single station that is to receive the packet. The format is
defined in [l EEE802. 3] .

Source MAC Address (48 bits) is the globally unique address of the

station that originated the packet. The format is defined in
[ 1 EEE802. 3] .
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VLAN Et hertype (16 bits) 0x8100 in this position indicates that
opti onal VLAN tagging specified in [I EEE802.1Q is enployed, and
that the next two bytes contain the VLP, C, and VLAN ID fields.
VLAN tags may be stacked, in which case the two-byte field
followng the VLAN ID is once again a VLAN Ethertype.

VLP (3 bits) is the VLAN priority, see [|EEE802.1Q.

C (1 bit) the "canonical format indicator" being set, indicates that
route descriptors appear; see [|EEE802.1Q.

VLAN ID (12 bits) the VLAN identifier uniquely identifies the VLAN
to which the frame belongs. |If zero, only the VLP information is
meani ngful. Values 1 and FFF are reserved. The other 4093 val ues
are valid VLAN identifiers.

Et hertype (16 bits) is the protocol identifier, as allocated by the
| EEE. The Ethertype SHOULD be set to 0x88D8 (35032), but MAY be
set to 0x8847 (34887).

PW Label (20 bits) This |abel MJST be manually configured. The
remai nder of this rowis formatted to resenble an MPLS | abel .

Frame Check Sequence (32 bits) is a Cyclic Redundancy Check (CRC)
error detection field, calculated per [|EEE802.3].

5. TDMol P Payl oad Types

As discussed at the end of Section 3, TDWIP transports real-tinme
streans by first extracting bytes fromthe stream and then adapting
these bytes. TDWol P offers two different adaptation al gorithns, one
for constant-rate real-time traffic, and one for variable-rate real-
time traffic.

For unstructured TDM or structured but unchannelized TDM or
structured channelized TDMwith all channels active all the tine, a
constant-rate adaptation is needed. In such cases TDWol P uses
structure-indication to emulate the native TDMcircuit, and the
adaptation is known as "circuit enulation". However, for channelized
TDM wherei n the individual channels (corresponding to "loops"” in
tel ephony term nol ogy) are frequently inactive, bandw dth may be
conserved by transporting only active channels. This results in
variable-rate real-tinme traffic, for which TDWbl P uses structure-
reassenbly to emul ate the individual |oops, and the adaptation is
known as "l oop enul ation".
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TDMWbl P uses constant-rate AAL1 [AALL1l, CES] for circuit enulation

whil e variable-rate AAL2 [ AAL2] is enployed for loop emulation. The
AAL1 node MJST be used for structured transport of unchannelized data
and SHOULD be used for circuits with relatively constant usage. In
addi tion, AAL1 MJST be used when the TDM bound IWF is required to

mai ntain a high timng accuracy (e.g., when its timng is further

di stributed) and SHOULD be used when high reliability is required.
AAL2 SHOULD be used for channelized TDM when bandw dth needs to be
conserved, and MAY be used whenever usage of voice-carrying channels
is expected to be highly variabl e.

Additionally, a third node is defined specifically for efficient
transport of High-Level Data Link Control (HDLC)-based Common Channel
Signaling (CCS) carried in TDM channel s.

The AAL family of protocols is a natural choice for TDM emnul ati on.

Al t hough originally devel oped to adapt various types of application
data to the rigid format of ATM the nechani sns are general sol utions
to the problem of transporting constant or variable-rate real-tine
streans over a packet networKk.

Since the AAL nechanisns are extensively deployed within and on the
edge of the public tel ephony system they have been denonstrated to
reliably transfer voice-grade channels, data and tel ephony signaling.
These nmechani snms are mature and wel | understood, and inplenentations
are readily avail abl e.

Finally, sinplified service interworking with | egacy networks is a
maj or design goal of TDWblP. Re-use of AAL technologies sinplifies
interworking with existing AAL1- and AAL2-based networKks.

5.1. AAL1 Fornat Payl oad

For the preval ent cases of unchannelized TDM or channelized TDM f or
whi ch the channel allocation is static, the payl oad can be
efficiently encoded using constant-rate AAL1 adaptation. The AAL1L
format is described in [AAL1] and its use for circuit enulation over
ATMin [CES]. W briefly review highlights of AAL1 technol ogy in
Appendix B. In this section we describe the use of AAL1 in the
context of TDMol P.

Figure 7a. Single AAL1 PDU per TDWbl P Packet
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Figure 7b. Miltiple AAL1 PDUs per TDWbl P Packet

In AAL1 node the TDMWbl P payl oad consists of at |east one, and perhaps
many, 48-byte "AAL1 PDUs", see Figures 7a and 7b. The nunber of PDUs
MUST be pre-configured and MJST be chosen such that the overal

packet size does not exceed the maxi mum allowed by the PSN (e.g., 30
for UDP/I P over Ethernet). The precise nunber of PDUs per packet is
typically chosen taking | atency and bandwi dth constraints into
account. Using a single PDU delivers nminimal |atency, but incurs the
hi ghest overhead. Al TDWl P i npl enent ati ons MJUST support between 1
and 8 PDUs per packet for El and T1 circuits, and between 5 and 15
PDUs per packet for E3 and T3 circuits.

AAL1 differentiates between unstructured and structured data
transfer, which correspond to structure-agnostic and structure-aware
transport. For structure-agnostic transport, AAL1 provides no

i nherent advantage as conpared to SAToP; however, there may be
scenarios for which its use is desirable. For exanple, when it is
necessary to interwork with an existing AALL ATMcircuit enul ation
system or when clock recovery based on AAL1l-specific nechanisnms is
favored.

For structure-aware transport, [CES] defines two nobdes, structured
and structured with Channel Associated Signaling (CAS). Structured
AAL1 nmintains TDM frane synchroni zati on by enbeddi ng a pointer to
t he beginning of the next frame in the AAL1 PDU header. Simlarly,
structured AAL1 with CAS maintains TDM frane and mnultifrane
synchroni zati on by enbedding a pointer to the beginning of the next
multifranme. Furthernore, structured AAL1 with CAS contains a
substructure including the CAS signaling bits.

5.2. AAL2 Fornat Payl oad

Al t hough AAL1 may be configured to transport fractional E1 or T1
circuits, the allocation of channels to be transported nust be static
due to the fact that AALl1 transports constant-rate bit-streans. It
is often the case that not all the channels in a TDMcircuit are

si mul taneously active ("off-hook"), and activity status nmay be

determ ned by observation of the TDM signaling channel. Mreover
even during active calls, about half the time is silence that can be
identified using voice activity detection (VAD). Using the variable-
rate AAL2 node, we may dynanically allocate channels to be
transported, thus conserving bandw dt h.
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5.

3.

The AAL2 format is described in [AAL2] and its use for |oop emul ation
over ATMis explained in [SSCS,LES]. W briefly review highlights of
AAL2 technology in Appendix C. In this section, we describe the use
of AAL2 in the context of TDWl P.

Figure 8. Concatenation of AAL2 PDUs in a TDWlIl P Packet

In AAL2 node the TDWbl P payl oad consists of one or nore variabl e-
length "AAL2 PDUs", see Figure 8  Each AAL2 PDU contains 3 bytes of
over head and between 1 and 64 bytes of payl oad. A packet may be
constructed by inserting PDUs corresponding to all active channel s,
by appending PDUs ready at a certain tinme, or by any other neans.
Hence, nore than one PDU bel onging to a single channel nmay appear in
a packet.

[ RFC3985] denotes as Native Service Processing (NSP) functions al
processing of the TDM data before its use as payload. Since AAL2 is
i nherently variable rate, arbitrary NSP functi ons MAY be perforned
before the channel is placed in the AAL2 | oop enul ati on payl oad.
These include testing for on-hook/off-hook status, voice activity
detection, speech conpression, fax/nodenitone relay, etc.

Al'l mechani snms described in [ AAL2, SSCS, LES] nmay be used for TDWbl P.
In particular, channel identifier (C D) encoding and use of PAD
octets according to [ AAL2], encoding formats defined in [ SSCS], and
transport of CAS and CCS signaling as described in [LES] MAY all be
used in the PSNbound direction, and MJST be supported in the TDW
bound direction. The overlap functionality and AAL-CU tinmer and
related functionalities may not be required, and the STF (start
field) is NOT used. Conputation of error detection codes -- nanely,
the Header Error Check (HEC) in the AAL2 PDU header and the CRC in
the CAS packet -- is superfluous if an appropriate error detection
mechani smis provided by the PSN. |In such cases, these fields MAY be
set to zero.

HDLC For mat Payl oad

The notivation for handling HDLC in TDWIP is to efficiently
transport common channel signaling (CCS) such as SS7 [SS7] or | SDN
PRI signaling [ISDN-PRI], enbedded in the TDM stream This nmechani sm
is not intended for general HDLC payl oads, and assunes that the HDLC
nmessages are al ways shorter than the maxi mum packet si ze.
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The HDLC node should only be used when the majority of the bandw dth
of the input HDLC streamis expected to be occupied by idle flags.
O herwi se, the CCS channel should be treated as an ordinary channel.

The HDLC format is intended to operate in port node, transparently
passing all HDLC data and control nessages over a separate PW The
encapsul ation is conpatible with that of [RFC4618], however the
sequence nunber generation and processi ng SHOULD be perfornmed
according to Section 3 above.

The PSN-bound IW nonitors flags until a frame is detected. The
contents of the frame are collected and the Frame Check Sequence
(FCS) tested. |If the FCSis incorrect, the frame is discarded,;
otherwi se, the frane is sent after initial or final flags and FCS
have been di scarded and zero renoval has been performed. Wen a
TDMVbl P-HDLC frane is received, its FCS is recal cul ated, and the
original HDLC frame reconstituted.

6. TDWol P Defect Handling

Nati ve TDM networks signify network faults by carrying indications of
forward defects (AI'S) and reverse defects (RDI) in the TDM bit
stream Structure-agnostic TDM transport transparently carries all
such indications; however, for structure-aware nechani snms where the
PSN- bound | WF may renove TDM structure overhead carrying defect

i ndi cations, explicit signaling of TDM defect conditions is required.

W saw in Section 3 that defects can be indicated by setting flags in
the control word. This insertion of defect reporting into the packet
rather than in a separate streamm m cs the behavi or of native TDM
OAM nechani sns that carry such indications as bit patterns enbedded
in the TDM stream The flags are designed to address the urgent
nmessagi ng, i.e., nmessages whose contents nust not be significantly
del ayed with respect to the TDM data that they potentially inpact.
Mechani sms for sl ow OAM nessagi ng are di scussed in Appendi x D.

+-- -+ F--- - - + Fomm oo - + S + e oo - + F--m - - + +-- -+
| TDM - >- | | ->-| TDVol P - >- | | ->-| TDMoI P| - >- | | ->-] TDM
| | |T™OM1] | | | PSN| | | |TomM2] | |
| ES1| - <- | | -<-] WL | -<- | -<-] ITWF2 | -<-| | - <-| ES2|
+-- -+ F--- - - + Fomm oo - + S + e oo - + F--m - - + +-- -+

Figure 9. Typical TDWbl P Network Configuration

The operation of TDWbl P defect handling is best understood by

consi dering the downstream TDM fl ow from TDM end system 1 (ES1)

t hrough TDM network 1, through TDWoIP W 1 (1 WF1), through the PSN,
through TDMOIP IWF 2 (I WF2), through TDM network 2, towards TDM end
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system 2 (ES2), as depicted in the figure. W wish not only to
detect defects in TDM network 1, the PSN, and TDM network 2, but to
| ocal i ze such defects in order to raise alarnms only in the

appropri ate networKk.

In the "trail term nated" OAM scenario, only user data is exchanged
bet ween TDM network 1 and TDM network 2. The IWF functions as a TDM
trail termnation function, and defects detected in TDM network 1 are
not relayed to network 2, or vice versa.

In the "trail extended" OAM scenario, if there is a defect (e.qg.

| oss of signal or |oss of frame synchronization) anywhere in TDM
network 1 before the ultimate link, the followi ng TDM node wil |
generate Al'S downstream (towards TDWbl P IWF1). If a break occurs in
the ultimate link, the IW itself will detect the loss of signal. In
either case, IW1 having directly detected |lack of validity of the
TDM si gnal, or having been informed of an earlier problem raises the
local ("L") defect flag in the control word of the packets it sends
across the PSN. In this way the trail is extended to TDM network 2
across the PSN.

Unlike forward defect indications that are generated by all network
el enents, reverse defect indications are only generated by trai
termination functions. In the trail terminated scenario, |W1 serves
as atrail ternmination function for TDM network 1, and thus when | WF1
directly detects lack of validity of the TDM signal, or is inforned
of an earlier problem it MAY generate TDM RDI towards TDM ES1. In
the trail extended scenario IW1 is not a trail termnation, and
hence MJUST NOT generate TDM RDI, but rather, as we have seen, sets
the L defect flag. As we shall see, this will cause the AI'S
indication to reach ES2, which is the trail termination, and which
MAY generate TDM RDI .

When the L flag is set there are four possibilities for treatnent of
payl oad content. The default is for IW1 to fill the payload with
the appropriate amount of AIS (usually all-ones) data. If the AIS
has been generated before the | W this can be acconplished by copying
the received TDM data; if the penultinmate TDMIink fails and the IW
needs to generate the AISitself. Alternatively, with structure-
aware transport of channelized TDM one SHOULD fill the payload wth
"trunk conditioning"; this involves placing a preconfigured "out of
service" code in each individual channel (the "out of service" code
may di ffer between voice and data channels). Trunk conditioning MJST
be used when channel s taken from several TDM PW are conbi ned by the
TDM bound ITWF into a single TDMcircuit. The third possibility is to
suppress the payload altogether. Finally, if IW1 believes that the
TDM defect is minor or correctable (e.g., loss of multifrane
synchroni zation, or initial phases of detection of incorrect frane
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sync), it MAY place the TDM data it has received into the payl oad
field, and specify in the defect nodification field ("M) that the
TDM data is corrupted, but potentially recoverable.

When | WF2 receives a |local defect indication without Mfield

nmodi fication, it forwards (or generates if the payload has been
suppressed) AlS or trunk conditioning towards ES2 (the choi ce between
Al'S and conditioning being preconfigured). Thus AI'S has been
properly delivered to ES2 enul ating the TDM scenario fromthe TDM end
systenis point of view In addition, |W?2 receiving the L flag

uni quely specifies that the defect was in TDM network 1 and not in
TDM network 2, thus suppressing alarnms in the correctly functioning
net wor k.

If the Mfield indicates that the TDM has been narked as potentially
recoverabl e, then inplenentation specific algorithnms (not herein
specified) may optionally be utilized to mnimze the inpact of

transi ent defects on the overall network performance. |If the Mfield
indicates that the TDMis "idle", no alarnms should be raised and | W2
treats the payl oad contents as regular TDM data. |f the payl oad has
been suppressed, trunk conditioning and not AlS MJUST be generated by
| WF2.,

The second case is when the defect is in TDM network 2. Such defects
cause AlS generation towards ES2, which may respond by sendi ng TDM
RDI in the reverse direction. |In the trail term nated scenario this
RDI is restricted to network 2. In the trail extended scenario, |W2
upon observing this RDI inserted into valid TDM data, MJST indicate
this by setting the "R' flag in packets sent back across the PSN
towards | WF1. |WF1, upon receiving this indication, generates RD
towards ES1, thus enul ating a single conventional TDM networKk.

The final possibility is that of a unidirectional defect in the PSN
In such a case, TDMol P | WF1 sends packets toward | WF2, but these are
not received. |IW2 MIST informthe PSN s nanagenent systemof this
probl em and furthernore generate TDM Al S towards ES2. ES2 may
respond with TDM RDI, and as before, in the trail extended scenari o,
when | WF2 detects RDI it MJUST raise the "R' flag indication. Wen

| WF1 recei ves packets with the "R' flag set it has been inforned of a
reverse defect, and MJST generate TDM RDI towards ESI1.

In all cases, if any of the above defects persist for a preconfigured
period (default value of 2.5 seconds) a service failure is declared.
Since TDM PW are inherently bidirectional, a persistent defect in
either directional results in a bidirectional service failure. In
addition, if signaling is sent over a distinct PWas per Section 5.3,
both PW are considered to have fail ed when persistent defects are
detected in either
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Wien failure is declared the PWMJIST be w t hdrawn, and both TDWlI P

| WFs conmrence sending AIS (and not trunk conditioning) to their
respective TDM networks. The |IWs then engage in connectivity
testing using native nethods or TDWol P OAM as descri bed in Appendix D
until connectivity is restored.

7. Inplenmentation |Issues

General requirements for transport of TDM over pseudo-wires are
detailed in [RFC4197]. In the follow ng subsections we review
addi ti onal aspects essential to successful TDWbl P inplenmentation.

7.1. Jitter and Packet Loss

In order to conpensate for packet delay variation that exists in any
PSN, a jitter buffer MJUST be provided. A jitter buffer is a block of
menory into which the data fromthe PSNis witten at its variable
arrival rate, and data is read out and sent to the destination TDM
equi pnment at a constant rate. Use of a jitter buffer partially hides
the fact that a PSN has been traversed rather than a conventi onal
synchronous TDM networ k, except for the additional |atency.

Customary practice is to operate with the jitter buffer approximately
hal f full, thus minimzing the probability of its overflow or
underflow. Hence, the additional delay equals half the jitter buffer
size. The length of the jitter buffer SHOULD be configurable and MAY
be dynamic (i.e., grow and shrink in length according to the
statistics of the Packet Delay Variation (PDV)).

In order to handle (infrequent) packet [oss and nisordering, a packet
sequence integrity mechani sm MUST be provided. This mechani sm MJUST
track the serial nunbers of arriving packets and MJST take
appropriate action when anonmalies are detected. When |ost packet(s)
are detected, the nechani sm MJST output filler data in order to
retain TDMtimng. Packets arriving in incorrect order SHOULD be
reordered. Lost packet processing SHOULD ensure that proper FAS is
sent to the TDM network. An exanpl e sequence nunber processing
algorithmis provided in Appendix A

Wiile the insertion of arbitrary filler data may be sufficient to
maintain the TDMtimng, for telephony traffic it may lead to audio
gaps or artifacts that result in choppy, annoying or even
unintelligible audio. An inplenentation MAY blindly insert a
preconfigured constant value in place of any |ost sanples, and this
val ue SHOULD be chosen to minimze the perceptual effect.
Alternatively one MAY replay the previously received packet. Wen
conmput ati onal resources are avail able, inplenentations SHOULD conceal
the packet |oss event by properly estimting m ssing sanple values in
such fashion as to mnimze the perceptual error
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7.2. Timng Recovery

TDM networ ks are inherently synchronous; sonewhere in the network
there will always be at |east one extrenely accurate prinary
reference clock, with long-termaccuracy of one part in 1E-11. This
node provides reference timng to secondary nodes wi th sonewhat | ower
accuracy, and these in turn distribute timng information further.
This hierarchy of time synchronization is essential for the proper
functioning of the network as a whole; for details see [ @B23][G824].

Packets in PSNs reach their destination with delay that has a random
conponent, known as packet delay variation (PDV). Wen enulating TDM
on a PSN, extracting data fromthe jitter buffer at a constant rate
overconmes much of the high frequency conponent of this randomess
("jitter"). The rate at which we extract data fromthe jitter buffer
is determ ned by the destination clock, and were this to be precisely
mat ched to the source clock proper timng would be naintai ned.
Unfortunately, the source clock information is not dissem nated
through a PSN, and the destination clock frequency will only

nom nal Iy equal the source clock frequency, |eading to | ow frequency
("wander") timing inaccuracies.

In broadest terns, there are four nethods of overcomng this
difficulty. In the first and second nmethods timng information is
provi ded by sone neans independent of the PSN. This tining may be
provided to the TDM end systens (nethod 1) or to the IWs (nethod 2).
In a third nethod, a common clock is assuned avail able to both |Ws,
and the rel ationship between the TDM source clock and this clock is
encoded in the packet. This encoding may take the form of RTP
timestanps or may utilize the synchronous residual tinmestanp (SRTS)
bits in the AAL1 overhead. |In the final method (adaptive cl ock
recovery) the timng nust be deduced solely based on the packet
arrival times. Exanple scenarios are detailed in [RFC4197] and in

[ Y1413].

Adaptive clock recovery utilizes only observable characteristics of

t he packets arriving fromthe PSN, such as the precise tinme of

arrival of the packet at the TDM bound IW, or the fill-level of the
jitter buffer as a function of time. Due to the packet del ay
variation in the PSN, filtering processes that conbat the statistical
nature of the observable characteristics nust be enployed. Frequency
Locked Loops (FLL) and Phase Locked Loops (PLL) are well suited for
this task.
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What ever tim ng recovery mechanismis enployed, the output of the
TDM bound | WF MJUST conformto the jitter and wander specifications of
TDM traffic interfaces, as defined in [@&23][G824]. For sone
applications, nore stringent jitter and wander tol erances MAY be

i nposed.

7.3. Congestion Contro

As explained in [ RFC3985], the underlying PSN may be subject to
congestion. Unless appropriate precautions are taken, undin ni shed
demand of bandwi dth by TDWbl P can contribute to network congestion
that nmay inpact network control protocols.

The AAL1 node of TDWblIP is an inelastic constant bit-rate (CBR) fl ow
and cannot respond to congestion in a TCP-friendly manner prescribed
by [ RFC2914], although the percentage of total bandw dth they consune
remai ns constant. The AAL2 node of TDWoIP is variable bit-rate
(WVBR), and it is often possible to reduce the bandw dth consumed by
enpl oyi ng nechani sns that are beyond the scope of this docunent.

Whenever possible, TDWbl P SHOULD be carried across traffic-

engi neered PSNs that provide either bandw dth reservati on and

admi ssion control or forwarding prioritization and boundary traffic
condi tioning nechani sms. | ntServ-enabl ed dormai ns supporting

Guar ant eed Service (GS) [RFC2212] and Diffserv-enabl ed donai ns

[ RFC2475] supporting Expedited Forwarding (EF) [ RFC3246] provide
exanpl es of such PSNs. Such nechanisns will negate, to sone degree,
the effect of TDWbl P on nei ghboring streans. |In order to facilitate
boundary traffic conditioning of TDWMblIP traffic over IP PSNs, the
TDMWbl P packets SHOULD NOT use the Diffserv Code Point (DSCP) val ue
reserved for the Default Per-Hop Behavior (PHB) [ RFC2474].

When TDWMblI P is run over a PSN providing best-effort service, packet

| oss SHOULD be nonitored in order to detect congestion. |If
congestion is detected and bandwi dth reduction is possible, then such
reducti on SHOULD be enacted. |f bandw dth reduction is not possible,

then the TDMbl P PW SHOULD shut down bi-directionally for some period
of tinme as described in Section 6.5 of [RFC3985].

Note that:
1. In AAL1 node TDMbl P can inherently provide packet |oss

neasur ement since the expected rate of packet arrival is fixed and
known.
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2. The results of the packet |oss neasurenent rmay not be a
reliable indication of presence or absence of severe congestion if
the PSN provi des enhanced delivery. For exanple, if TDWbolP
traffic takes precedence over other traffic, severe congestion may
not significantly affect TDWbl P packet | oss.

3. The TDM services enul ated by TDWol P have high availability
obj ectives (see [@826]) that MJST be taken into account when
deci di ng on tenporary shut down.

This specification does not define exact criteria for detecting
severe congestion or specific methods for TDMol P shut down or
subsequent re-start. However, the follow ng considerations may be
used as guidelines for inplenmenting the shutdown mechani sm

1. If the TDMol P PWhas been set up using the PWE3 control
protocol [RFC4447], the regular PWteardown procedures of these
protocol s SHOULD be used.

2. If one of the TDWbl P I Ws stops transm ssion of packets for a
sufficiently long period, its peer (observing 100% packet | 0oss)
wi Il necessarily detect "severe congestion" and al so stop

transm ssion, thus achieving bi-directional PW shutdown.

TDWol P does not provide nechanisns to ensure tinely delivery or

provi de other quality-of-service guarantees; hence it is required
that the |ower-|ayer services do so. Layer 2 priority can be

best owed upon a TDMWol P stream by using the VLAN priority field, MPLS
priority can be provided by using EXP bits, and layer 3 priority is
control |l able by using TOS. Sw tches and routers which the TDWI P
stream nust traverse should be configured to respect these
priorities.

8. Security Considerations

TDWol P does not enhance or detract fromthe security performance of
the underlying PSN, rather it relies upon the PSN s nechani sns for
encryption, integrity, and authentication whenever required. The

| evel of security provided nay be | ess than that of a native TDM
servi ce.

When the PSN is MPLS, PWspecific security nechani sns MAY be
required, while for |P-based PSNs, |Psec [RFC4301] MAY be used.
TDMVbl P using L2TPv3 is subject to the security considerations
di scussed in Section 8 of [RFC3931].
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TDMWbl P shares susceptibility to a nunber of pseudow re-layer attacks
(see [RFC3985]) and inpl enentati ons SHOULD use what ever mechani sns
for confidentiality, integrity, and authentication are devel oped for
general PWs. These nethods are beyond the scope of this docunent.

Randominitialization of sequence nunbers, in both the control word
and the optional RTP header, mmkes known-pl ai ntext attacks on
encrypted TDMWoI P nore difficult. Encryption of PW is beyond the
scope of this docunent.

PW 1 abel s SHOULD be sel ected in an unpredictable nanner rather than
sequentially or otherwise in order to deter session hijacking. Wen
usi ng L2TPv3, a cryptographically random [ RFC4086] Cooki e SHOULD be
used to protect against off-path packet insertion attacks, and a 64-
bit Cookie is RECOMVENDED for protection against brute-force, blind,
insertion attacks.

Al t hough TDMbl P MAY enpl oy an RTP header when explicit transfer of
timng information is required, SRTP (see [RFC3711]) nmechanisns are
not applicabl e.

9. | ANA Consi derati ons
For MPLS PSNs, PW Types for TDWol P PW are allocated in [ RFC4446].
For UDP/IP PSNs, when the source port is used as PWIabel, the
destination port nunmber MJUST be set to Ox085E (2142), the user port
nunber assigned by |1 ANA to TDMl P.

10. Applicability Statement
It must be recogni zed that the enul ation provided by TDWol P may be
i nperfect, and the service nmay differ fromthe native TDMcircuit in

the foll owi ng ways.

The end-to-end delay of a TDM circuit enul ated using TDVbl P nay
exceed that of a native TDMcircuit.

When using adaptive clock recovery, the timng performance of the
enul ated TDM circuit depends on characteristics of the PSN, and thus
may be inferior to that of a native TDMcircuit.

If the TDM structure overhead is not transported over the PSN, then
non- FAS data in the overhead will be Iost.
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When packets are lost in the PSN, TDMWbl P nechani sns ensure that frame

synchroni zation will be maintained. Wen packet |oss events are
properly conceal ed, the effect on tel ephony channels wll be
perceptually minimzed. However, the bit error rate will be degraded

as conpared to the native service.

Data in inactive channels is not transported in AAL2 node, and thus
this data will differ fromthat of the native service.

Nati ve TDM connections are point-to-point, while PSNs are shared
infrastructures. Hence, the |evel of security of the emnul ated
service may be less than that of the native service.
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Appendi x A.  Sequence Nunber Processing (Informative)

The sequence nunber field in the control word enabl es detection of

| ost and misordered packets. Here we give pseudocode for an exanple
algorithmin order to clarify the issues involved. These issues are
i npl ement ati on specific and no single explanation can capture all the
possi bilities.

In order to sinplify the description, nmodulo arithmetic is
consistently used in lieu of ad-hoc treatnment of the cyclicity. Al
di fferences between indexes are explicitly converted to the range
[-2715 ... +2715 - 1] to ensure that sinple checking of the
difference's sign correctly predicts the packet arrival order.

Furthernmore, we introduce the notion of a playout buffer in order to
unanbi guousl y defi ne packet |ateness. Wen a packet arrives after
previously having been assuned | ost, the TDM bound I W may discard
it, and continue to treat it as lost. Alternatively, if the filler
data that had been inserted in its place has not yet been played out,
the option remains to insert the true data into the playout buffer

O course, the filler data nmay be generated upon initial detection of
a m ssing packet or upon playout. This descriptionis stated in
terns of a packet-oriented playout buffer rather than a TDM byte
oriented one; however, this is not a true requirement for re-ordering
i npl ementations since the latter could be used along with pointers to
packet commencenent points.

Havi ng i ntroduced the playout buffer we explicitly treat over-run and
under-run of this buffer. Over-run occurs when packets arrive so

qui ckly that they can not be stored for playout. This is usually an
i ndication of gross timng inaccuracy or msconfiguration, and we can
do little but discard such early packets. Under-run is usually a
sign of network starvation, resulting from congestion or network
failure.

The external variables used by the pseudocode are:

received: sequence nunber of packet received

pl ayed: sequence nunber of the packet being played out (Note 1)
over-run: is the playout buffer full? (Note 3)

under-run: has the playout buffer been exhausted? (Note 3)

The internal variables used by the pseudocode are:
expected: sequence nunber we expect to receive next
D: difference between expected and received (Note 2)

L: difference between sequence nunbers of packet being played out
and that just received (Notes 1 and 2)
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In addition, the algorithmrequires one paraneter:
R maxi mum | ateness for a packet to be recoverable (Note 1).

Note 1: this is only required for the optional re-ordering

Note 2: this nunber is always in the range -2715 ... +27"15 - 1

Note 3: the playout buffer is enptied by the TDM pl ayout process,
whi ch runs asynchronously to the packet arrival processing,
and which is not herein specified

Sequence Nunber Processing Al gorithm

Upon recei pt of a packet
if received = expected
{ treat packet as in-order }
if not over-run then
pl ace packet contents into playout buffer
el se
di scard packet contents
set expected = (received + 1) nod 2716
el se
calculate D = ( (expected-received) nod 2716 ) - 2715
if D> 0 then
{ packets expected, expected+l, ... received-1 are |ost }
whil e not over-run
place filler (all-ones or interpolation) into playout buffer
if not over-run then
pl ace packet contents into playout buffer
el se
di scard packet contents
set expected = (received + 1) nod 2716
else { late packet arrived }
decl are "received" to be a | ate packet
do NOT update "expected"
ei t her
di scard packet
or
if not under-run then
calculate L = ( (played-received) nod 2716 ) - 2715
if 0 <L <= Rthen
repl ace data from packet previously marked as | ost
el se
di scard packet
Not e: by choosing R=0 we always discard the | ate packet
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Appendi x B. AAL1 Review (Informative)

The first byte of the 48-byte AAL1 PDU al ways contains an error-
protected 3-bit sequence nunber.

12345678
T T T s ST
|C] SN | CRC |P| 47 bytes of payl oad
T T T s ST

C (1 bit) convergence sublayer indication, its use here is limted
to indication of the existence of a pointer (see below); C=0 neans
no pointer, C=1 nmeans a pointer is present.

SN (3 bits) The AAL1 sequence nunber increnents from PDU to PDU
CRC (3 bits) is a 3-bit error cyclic redundancy code on C and SN.
P (1 bit) even byte parity.

As can be readily inferred, increnmenting the sequence nunber forns an
ei ght - PDU sequence nunber cycle, the inportance of which will becone
clear shortly.

The structure of the remaining 47 bytes in the AAL1 PDU depends on
the PDU type, of which there are three, corresponding to the three
types of AAL1l circuit enulation service defined in [CES]. These are
known as unstructured circuit enulation, structured circuit

emul ation, and structured circuit enulation with CAS

The sinplest PDUis the unstructured one, which is used for
transparent transfer of whole circuits (T1,El, T3,E3). Although AAL1
provi des no i nherent advantage as conpared to SAToP for unstructured
transport, in certain cases AAL1 may be required or desirable. For
exanpl e, when it is necessary to interwork with an existing AALl-
based network, or when clock recovery based on AAL1l-specific

mechani sns i s favored.

For unstructured AAL1, the 47 bytes after the sequence nunber byte
contain the full 376 bits fromthe TDM bit stream No frane
synchroni zation is supplied or inplied, and framng is the sole
responsibility of the end-user equipnment. Hence, the unstructured
node can be used to carry data, and for circuits with nonstandard
frame synchroni zation. For the Tl case the raw frame consists of 193
bits, and hence 1 183/193 T1 frames fit into each AAL1 PDU. The El1
frame consists of 256 bits, and so 1 15/32 E1 franes fit into each
PDU.
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Wien the TDMcircuit is channelized according to [Gr04], and in
particular when it is desired to fractional E1 or T1, it is

advant ageous to use one of the structured AALL1 circuit enulation
services. Structured AALL views the data not nerely as a bit stream
but as a bundl e of channels. Furthernore, when CAS signaling is used
it can be formatted so that it can be readily detected and
mani pul at ed.

In the structured circuit erulation node without CAS, N bytes from
the N channels to be transported are first arranged in order of
channel nunber. Thus if channels 2, 3, 5, 7 and 11 are to be
transported, the corresponding five bytes are placed in the PDU

i medi ately after the sequence nunber byte. This placenent is
repeated until all 47 bytes in the PDU are fill ed.

byt e

1 2 3
channel 2 3 5

NN

5 6 7 8 9 10 --- 41 42 43 44 45 46 47
11 2 3 5 711 --- 2 3 5 711 2 3

The next PDU commrences where the present PDU | eft off.

byt e

1 2 3
channel 5 7 11

N B~

5 6 7 8 9 10 --- 41 42 43 44 45 46 47
3 5 711 2 3--- 5 711 2 3 5 7
And so forth. The set of channels 2,3,5,7,11 is the basic structure
and the point where one structure ends and the next conmences is the
structure boundary.

The problemwi th this arrangenent is the lack of explicit indication
of the byte identities. As can be seen in the above exanple, each
AAL1 PDU starts with a different channel, so a single | ost packet
wWill result in msidentifying channels fromthat point onwards,

Wit hout possibility of recovery. The solution to this deficiency is
the periodic introduction of a pointer to the next structure
boundary. This pointer need not be used too frequently, as the
channel identifications are uniquely inferable unless packets are

| ost.

The particular nethod used in AALL1 is to insert a pointer once every
sequence nunber cycle of eight PDUs. The pointer is seven bits and
protected by an even parity MSB (nost significant bit), and so
occupies a single byte. Since seven bits are sufficient to represent
offsets larger than 47, we can limt the placenment of the pointer
byte to PDUs with even sequence nunbers. Unlike nost AAL1 PDUs t hat
contain 47 TDM bytes, PDUs that contain a pointer (P-fornat PDUs)
have the foll ow ng format.
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0 1

1234567890123456
i i I e S S R e i s sl T T e I I
| SN | CRC |P|E poi nt er | 46 bytes of payl oad
i i I e S S R e i s sl T T e I I

wher e

C (1 bit) convergence sublayer indication, C=1 for P-fornat PDUs.
SN (3 bits) is an even AAL1 sequence nunber.

CRC (3 bits) is a 3-bit error cyclic redundancy code on C and SN.

P (1 bit) even byte parity LSB (least significant bit) for sequence
nunber byte.

E (1 bit) even byte parity MSB for pointer byte.
pointer (7 bits) pointer to next structure boundary.

Since P-format PDUs have 46 bytes of payl oad and the next PDU has 47
bytes, viewed as a single entity the pointer needs to indicate one of
93 bytes. If P=0 it is understood that the structure conmences with
the following byte (i.e., the first byte in the payl oad belongs to
the | owest nunbered channel). P=93 neans that the |ast byte of the
second PDU is the final byte of the structure, and the foll owi ng PDU
commences with a new structure. The special value P=127 indicates
that there is no structure boundary to be indicated (needed when
extrenely large structures are being transported).

The P-format PDU is always placed at the first possible position in
t he sequence nunber cycle that a structure boundary occurs, and can
only occur once per cycle.

The only difference between the structured circuit emrul ation format
and structured circuit enmulation with CAS is the definition of the
structure. Whereas in structured circuit emulation the structure is
conmposed of the N channels, in structured circuit erulation with CAS
the structure enconpasses the superfrane consisting of multiple
repetitions of the N channels and then the CAS signaling bits. The
CAS bits are tightly packed into bytes and the final byte is padded
with zeros if required.

For example, for E1 circuits the CAS signaling bits are updated once

per superframe of 16 frames. Hence, the structure for N*64 derived
froman E1 with CAS signaling consists of 16 repetitions of N bytes,
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followed by N sets of the four ABCD bits, and finally four zero bits
if Nis odd. For exanple, the structure for channels 2,3 and 5 wll

be as foll ows:

235235235235235235235235235235235
2352352352352 35[ABCD2 ABCD3] [ABCD5 0000]
Simlarly for T1 ESF circuits the superframe is 24 franes, and the
structure consists of 24 repetitions of N bytes, foll owed by the ABCD
bits as before. For the Tl case the signaling bits will in genera
appear twice, in their regular (bit-robbed) positions and at the end
of the structure.
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Appendi x C.  AAL2 Review (Informative)
The basic AAL2 PDU i s:

| Byte 1 | Byte 2 | Byte 3 |
0123456701234567012345617

R e e s i i e S T S R R I R i S SR

| CD | LI | uJ HEC | PAYLQAD

R o i ol o T e S e i i I T e e S e

CID (8 bits) channel identifier is an identifier that must be uni que
for the PW The values 0-7 are reserved for special purposes,
(and if interworking with VoDSL is required, so are values 8
through 15 as specified in [LES]), thus |eaving 248 (240) Cl Ds per
PW The mapping of CID values to channels MAY be manual |y
configured manual |y or signal ed.

LI (6 bits) length indicator is one less than the I ength of the
payload in bytes. Note that the payload is limted to 64 bytes.

UU (5 bits) user-to-user indication is the higher |ayer
(application) identifier and counter. For voice data, the UU
will always be in the range 0-15, and SHOULD be increnented nodul o
16 each tinme a channel buffer is sent. The receiver MAY nonitor
this sequence. UU is set to 24 for CAS signaling packets.

HEC (5 bits) the header error contro

Payl oad - voice
A bl ock of length indicated by LI of voice sanples are placed as-
is into the AAL2 packet.

Payl oad - CAS signaling
For CAS signaling the payload is formatted as an AAL2 "fully
protected" (type 3) packet (see [AAL2]) in order to ensure error
protection. The signaling is sent with the sane CID as the

correspondi ng voi ce channel. Signaling MJST be sent whenever the
state of the ABCD bits changes, and SHOULD be sent with triple
redundancy, i.e., sent three tines spaced 5 mlliseconds apart.

In addition, the entire set of the signaling bits SHOULD be sent
periodically to ensure reliability.
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I S i s S I S S

| REDJ| ti mestanp |

I S i s S I S S

| RES | ABCD | type | CRC

I S i s S I S S
CRC (cont) |

i sTI U S S S

RED (2 bits) is the triple redundancy counter. For the first packet
it takes the value 00, for the second 01 and for the third 10.
RED=11 neans non-redundant infornmation, and is used when triple
redundancy is not enployed, and for periodic refresh nessages.

Timestanp (14 bits) The tinestanp is optional and in particular is
not needed if RTP is enployed. |If not used, the tinestanp MJST be
set to zero. Wen used with triple redundancy, it MJST be the
same for all three redundant transm ssions.

RES (4 bits) is reserved and MJST be set to zero.

ABCD (4 bits) are the CAS signaling bits.

type (6 bits) for CAS signhaling this is 000011.

CRC-10 (10 bits) is a 10-bit CRC error detection code.
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Appendi x D. Performance Monitoring Mechanisns (Informative)

PW require OAM nmechani snms to nonitor performance neasures that

i npact the emnul ated service. Performance neasures, such as packet
| oss ratio and packet delay variation, may be used to set various
paraneters and threshol ds; for TDWbl P PW adaptive timng recovery
and packet |oss conceal ment al gorithnms may benefit from such
information. In addition, OAM nechani snms nay be used to coll ect
statistics relating to the underlying PSN [ RFC2330], and its
suitability for carrying TDM servi ces.

TDMVbl P | WFs may benefit from knowl edge of PSN performance netrics,
such as round trip time (RTT), packet delay variation (PDV) and
packet loss ratio (PLR). These neasurenents are conventionally
perfornmed by a separate flow of packets designed for this purpose,
e.g., |ICWP packets [RFC792] or MPLS LSP ping packets [RFC4379] with
multiple tinestanps. For AAL1 node, TDWbl P sends packets across the
PSN at a constant rate, and hence no additional CAMflow is required
for neasurement of PDV or PLR. However, separate OAMflows are
required for RTT neasurenment, for AAL2 node PWs, for neasurenent of
paraneters at setup, for nonitoring of inactive backup PWs, and for
lowrate nmonitoring of PSNs after PW have been withdrawn due to
service failures.

I f the underlying PSN has appropriate mai ntenance nechani sns that
provi de connectivity verification, RTT, PDV, and PLR neasurenents
that correlate well with those of the PW then these nechani sns
SHOULD be used. |If such nmechanisns are not available, either of two
simlar OAM signaling nechani sms nay be used. The first is internal
to the PWand based on inband VCCV [ RFC5085], and the second is
defined only for UDP/IP PSNs, and is based on a separate PW The
latter is particularly efficient for a | arge nunber of fate-sharing
TDM PV\.

D.1. TDwl P Connectivity Verification

In nmost conventional |P applications a server sends sone finite
amount of information over the network after explicit request froma
client. Wth TDWol P PW the PSN-bound I W could send a conti nuous
stream of packets towards the destination w thout know ng whether the
TDM bound I WF is ready to accept them For |layer-2 networks, this
may |lead to flooding of the PSN with stray packets.

Thi s problem may occur when a TDWMbIP I WF is first brought up, when
the TDM bound I WF fails or is disconnected fromthe PSN, or the PWis
broken. After an aging tinme the destination | W becones unknown, and
internmediate switches may flood the network with the TDWbl P packets
in an attenpt to find a new path.
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The solution to this problemis to significantly reduce the nunber of
TDMWbl P packets transnitted per second when PWfailure is detected,
and to return to full rate only when the PWis available. The
detection of failure and restoration is nmade possible by the periodic
exchange of one-way connectivity-verification nessages.

Connectivity is tested by periodically sending OAM nessages fromthe
source W to the destination IW, and having the destination reply
to each nmessage. The connectivity verification mechani sm SHOULD be
used during setup and configuration. Wthout OAM signaling, one nust
ensure that the destination W is ready to receive packets before
starting to send them Since TDWbl P | WFs operate full-duplex, both
woul d need to be set up and properly configured simultaneously if
flooding is to be avoided. Wen using connectivity verification, a
configured |WF may wait until it detects its peer before transmitting
at full rate. |In addition, configuration errors may be readily

di scovered by using the service specific field of the OAM PW packet s.

In addition to one-way connectivity, OAM signaling nmechani snms can be
used to request and report on various PSN netrics, such as one-way
delay, round trip delay, packet delay variation, etc. They may al so
be used for renote diagnostics, and for unsolicited reporting of
potential problens (e.g., dying gasp nessages).

D.2. OAM Packet For nat

When using i nband performance nonitoring, additional packets are sent
using the same PWI abel. These packets are identified by having
their first nibble equal to 0001, and rnust be separated from TDM dat a
packets before further processing of the control word.

When using a separate OAM PW all OAM nessages MUST use the PWI abe
preconfigured to indicate CGAM Al PSN | ayer paraneters MJST renain
those of the PWbeing nonitored.

The format of an inband OAM PW nessage packet for UDP/IP PSNs is
based on [ RFC2679]. The PSN-specific layers are identical to those
defined in Section 4.1 with the PWI|abel set to the value
preconfigured or assigned for PW OAM
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0 1 2 3
01234567890123456789012345678901
il aT T T S o S S e I S S R T it sl T s s
| PSN-specific layers (wth preconfigured PWI abel) |
il aT T T S o S S e I S S R T it sl T s s
000O|LR M]RES| Length | OAM Sequence Number |
+
I
+

+

T S T S S S T T i S S S g S S D S o

2

- 4= +-
M Msg Type | OAM Msg Code | Service specific information
- 4= +-

+

- i s S S e S T i s ST U S Y S
Forward PW | abel | Reverse PW| abel |
T T T T T T o SR o S S iy S S
Source Transmt Ti mestanp |
T T T T T T o SR o S S iy S S
Destinati on Receive Ti nestanp |
T T T T T T o SR o S S iy S S
Destination Transmt Ti mestanp |

I
+
I
+
I
+
I
+
I
+
I
T T S S T S S S s sl s o S S SEptS

L, R and M are identical to those of the PWbeing tested.

Length is the length in bytes of the OAM nessage packet.

OAM Sequence Nunber (16 bits) is used to uniquely identify the
nessage. Its value is unrelated to the sequence nunber of the
TDMWol P data packets for the PWin question. It is increnented in

guery nessages, and replicated w thout change in replies.

OAM Msg Type (8 bits) indicates the function of the nessage. At
present the foll ow ng are defined:

0 for one-way connectivity query nessage
8 for one-way connectivity reply nessage.

OAM Msg Code (8 bits) is used to carry information related to the
nessage, and its interpretati on depends on the nmessage type. For
type O (connectivity query) nessages the follow ng codes are
defi ned:

0 val i date connecti on.
1 do not validate connection

for type 8 (connectivity reply) nessages the avail abl e codes are:

0 acknow edge valid query
1 invalid query (configuration m smatch).
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Service specific information (16 bits) is a field that can be used

to exchange configuration information between IWs. [If it is not
used, this field MIST contain zero. |Its interpretation depends on
the payload type. At present, the following is defined for AAL1
payl oads.

0 1

0123456789012345
I S i s S I S S
| Nunber of TSs | Nunber of SFs |
I S i s S I S S

Nurmber of TSs (8 bits) is the nunmber of channels being transported,
e.g., 24 for full TI1.

Nurmber of SFs (8 bits) is the number of 48-byte AAL1 PDUs per
packet, e.g., 8 when packing 8 PDUs per packet.

Forward PW Il abel (16 bits) is the PWIabel used for TDWoI P traffic
fromthe source to destination |W-.

Reverse PWIlabel (16 bits) is the PWIabel used for TDWoI P traffic
fromthe destination to source |W-.

Source Transnmit Tinmestanp (32 bits) represents the tinme the PSN
bound IWF transnitted the query nessage. This field and the
follow ng ones only appear if delay is being neasured. Al tine
units are derived froma clock of preconfigured frequency, the
default being 100 m croseconds.

Destination Receive Tinmestanp (32 bits) represents the tine the
destination | W received the query nessage.

Destination Transnit Tinmestanp (32 bits) represents the tine the
destination | W transmitted the reply nessage.
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Appendi x E. Capabilities, Configuration and Statistics (Infornative)
Every TDWMbI P I WF wi || support sone nunmber of physical TDM
connections, certain types of PSN, and sone subset of the nodes
defined above. The follow ng capabilities SHOULD be able to be
queri ed by the managenent system

AAL1 capabl e

AAL2 capable (and AAL2 paraneters, e.g., support for VAD and
conpr essi on)

HDLC capabl e

Supported PSN types (UDP/I1Pv4, UDP/IPv6, L2TPv3/IPv4, L2TPv3/1Pv6,
MPLS, Ethernet)

OAM support (none, separate PW VCCV) and capabilities (CV, delay
measurement, etc.)

maxi mum packet size support ed.

For every TDM PWthe foll owi ng paraneters MJST be provisioned or
si ghal ed:

PW I abel (for UDP and Ethernet the | abel MJST be nmanually
confi gured)

TDM type (E1, T1, E3, T3, fractional E1, fractional T1)
for fractional |inks: nunber of tineslots
TDVbl P node (AAL1, AAL2, HDLO)
for AAL1 node:
AAL1 type (unstructured, structured, structured with CAS)
nunber of AAL1 PDUs per packet
for AAL2 node:
Cl D mappi ng

creation time of full mnicell (units of 125 microsecond)
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size of jitter buffer (in 32-bit words)

cl ock recovery nmethod (Il ocal, |oop-back tining, adaptive, comopn
cl ock)

use of RTP (if used: frequency of conmon clock, PT and SSRC
val ues).

During operation, the following statistics and inpairnment indications
SHOULD be coll ected for each TDM PW and can be queried by the
management system

average round-trip del ay

packet delay variation (maxi mum delay - m ni num del ay)

nunber of potentially |ost packets

i ndi cati on of m sordered packets (successfully reordered or
dr opped)

for AAL1 node PW:
i ndication of nmalformed PDUs (incorrect CRC, bad C, P or E)
i ndication of cells with pointer m snatch
nunber of seconds with jitter buffer over-run events
nunber of seconds with jitter buffer under-run events
for AAL2 node PW:
nunber of malfornmed mnicells (incorrect HEC)
i ndi cation of m sordered mnicells (unexpected UU)
i ndication of stray mnicells (CID unknown, illegal UU)
i ndi cation of m s-sized minicells (unexpected LI)

for each CI D nunber of seconds with jitter buffer over-run
events
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for HDLC node PWs:

nunber of discarded frames from TDM (e.g., CRC error, illegal
packet size)

nunber of seconds with jitter buffer over-run events.

During operation, the following statistics MAY be collected for each
TDM PW

nunber of packets sent to PSN
nunber of packets received from PSN

nunber of seconds during which packets were received with L flag
set

nunber of seconds during which packets were received with R flag
set.
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