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Status of This Meno

This meno provides information for the Internet conmmunity. |t does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Abstract

Protection and recovery are inportant features of service offerings
in Miltiprotocol Label Switching (MPLS) and Generalized MPLS ( GVPLS)
networks. Increasingly, MPLS and GWLS networks are being extended
from single domain scope to nulti-domain environments.

Various schenmes and processes have been devel oped to establish Label
Swi tched Paths (LSPs) in nulti-domain environments. These are

di scussed in RFC 4726: "A Framework for Inter-Domain Miltiprotocol
Label Switching Traffic Engineering".

Thi s docunent anal yzes the application of these techniques to
protection and recovery in nulti-domain networks. The nmain focus for
this docunent is on establishing end-to-end diverse Traffic

Engi neering (TE) LSPs in multi-domain networks.
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1

1

| nt roducti on

Protection and recovery in Miltiprotocol Label Sw tching (MPLS) and
CGeneralized MPLS (GWLS) networks are described in [RFC4428]. These
are inportant features for service delivery in MPLS and GWLS

net wor ks.

MPLS and GWPLS networks were originally limted to single domain
environnments. Increasingly, multi-domain MPLS and GWPLS networks are
bei ng consi dered, where a domain is considered to be any collection
of network elenents within a conmon sphere of address nanagenent or
path conputational responsibility. Exanples of such domains include
Interior Gateway Protocol (I1GP) areas and Autononous Systens (ASes).

[ RFC4726] provides a framework for inter-domain MPLS and GVPLS
traffic engineering. It introduces and discusses the various schenes
and processes to establish Label Switched Paths (LSPs) in nulti-
domai n environments.

However, protection and recovery introduce additional conplexities to
LSP establishment. Protection LSPs are generally required to be path
di verse fromthe working LSPs that they protect. Achieving this is
particularly challenging in nmulti-domain environnments because no
singl e path conputation or planning point is capable of determn ning
path diversity for both paths fromone end to the other.

Thi s docunent anal yzes various schenes to realize MPLS and GWPLS LSP
recovery in multi-domain networks. The main focus for this docunent
is on establishing end-to-end diverse Traffic Engineering (TE) LSPs

in multi-domai n networKks.

1. Term nol ogy

The reader is assuned to be famliar with the term nology for LSP
recovery set out in [RFC4427], and with the ternms introduced in

[ RFC4726] that provides a framework for inter-domain Label Sw tched
Path (LSP) setup. Key termninology may al so be found in [ RFC4216]
that sets out requirenents for inter-AS MPLS traffic engineering.

The followi ng key terns fromthose sources are used within this
docunent .

- Domain: See [ RFC4726]. A domain is considered to be any collection
of network elenents within a conmon sphere of address nanagenent or
pat h conputational responsibility. Note that nested donains
continue to be out of scope. Section 1.2 provides additional
details.
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- Wirking LSP: See [ RFC4427]. The working LSP transports normal user
traffic. Note that the termLSP and TE LSP will be used
i nt erchangeabl y.

- Recovery LSP: See [ RFC4427]. The recovery LSP transports norna
user traffic when the working LSP fails. The recovery LSP may al so
carry user traffic even when the working LSP is operating normally
and transporting the user traffic (e.g., 1+1 protection). The
recovery LSP is sonetinmes referred to as a protecting LSP

- Diversity: See [RFCA726]. Diversity neans the relationship of
mul tiple LSPs, where those LSPs do not share some specific type of
resource (e.g., link, node, or shared risk Iink group (SRLG).
Diversity is also referred to as disjointness.

Di verse LSPs nmay be used for various purposes, such as | oad-

bal anci ng and recovery. In this docunent, the recovery aspect of
diversity, specifically the end-to-end diversity of two traffic
engi neering (TE) LSPs, is the focus. The two diverse LSPs are
referred to as the working LSP and recovery LSP

- Confidentiality: See [RFC4216]. Confidentiality refers to the
protection of information about the topol ogy and resources of one
domain fromvisibility by people or applications outside that
domai n.

1. 2. Donmai n

In order to fully understand the issues addressed in this docunent,
it is necessary to carefully define and scope the term "domai n".

As defined in [ RFC4726], a domamin is considered to be any coll ection
of network elenents within a conmon sphere of address nanagenent or
path conputational responsibility. Exanples of such domains include
| GP areas and Aut ononpus Systens. Networks accessed over the GWLS
User-to-Network Interface (UNI) [ RFC4208], and Layer One Virtua
Private Networks (L1VPNs) [RFC4847] are special cases of nulti-domain
net wor ks.

Exanpl e notivations for using nore than one domain include

admi ni strative separation, scalability, and the construction of
domai ns for the purpose of providing protection. These |atter
"protection donains" offer edge-to-edge protection facilities for
spans or segnents of end-to-end LSPs.

Takeda, et al. I nf or mat i onal [ Page 4]



RFC 5298 Anal ysis of Inter-Donain LSP Recovery August 2008

As described in [ RFC4726], there could be TE paraneters (such as
color and priority) whose neanings are specific to each domain. 1In
such scenarios, in order to set up inter-domain LSPs, mapping
functions may be needed to transformthe TE paraneters based on
policy agreenents between domai n adm ni strators.

1.3. Document Scope

Thi s docunent anal yzes various schenes to realize MPLS and GWLS LSP
recovery in multi-domain networks. It is based on the existing
framework for multi-donmain LSP setup [ RFC4726]. Note that this
docunent does not prevent the devel opnent of additional techniques
where appropriate (i.e., additional to the ones described in this
docunent). In other words, this docunent shows how the existing
techni ques can be appli ed.

There are various recovery techniques for LSPs. For TE LSPs, the
maj or techni ques are end-to-end recovery [RFC4872], |ocal protection
such as Fast Reroute (FRR) [ RFC4090] (in packet sw tching
environnents), and segnent recovery [RFC4873] (in GWPLS)

The main focus of this docunent is the analysis of diverse TE LSP
setup schenes that can be used in the context of end-to-end recovery.
The nmet hodol ogy is to show di fferent conbinations of functiona

el ements such as path conputati on and signaling techniques.

[ RFC4105] and [ RFC4216] describe requirenents for diverse LSPs.
There are various types of diversity, and this document focuses on
node, link, and shared risk link group (SRLG diversity.

Recovery LSPs may be used for 1+1 protection, 1:1 protection, or
shared nesh restoration. However, the requirements for path
diversity, the ways to conmpute diverse paths, and the signaling of
these TE LSPs are commopn across all uses. These topics are the main
scope of this docunent.

Note that diverse LSPs may be used for various purposes in addition
to recovery. An exanple is for |oad-balancing, so as to limt the
traffic disruption to a portion of the traffic flowin case of a
single node failure. This docunent does not preclude use of diverse
LSP setup schenes for other purposes.

The followi ng are beyond the scope of this docunent.

- Anal ysis of recovery techni ques other than the use of |ink, node,
or SRLG diverse LSPs (see Section 1.4).
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- Details of maintenance of diverse LSPs, such as re-optimzation and
Operations and Mai ntenance (OAM.

- Conparative evaluation of LSP setup schenes.
1.4. Note on O her Recovery Techni ques

Fast Reroute and segnment recovery in rmulti-domain networks are
described in Section 5.4 of [RFC4726], and a nore detail ed anal ysis
is provided in Section 5 of [RFC5151]. This docunent does not cover
any additional analysis for Fast Reroute and segnent recovery in

mul ti-domai n networks.

The recovery type of an LSP or service nay change at a domain
boundary. That is, the recovery type could remain the sane w thin
one domain, but night be different in the next domain or on the
connecti ons between domains. This nmay be due to the capabilities of
each domain, administrative policies, or to topology limtations. An
exanpl e is where protection at the donmain boundary is provided by
link protection on the inter-domain |inks, but where protection

wi thin each domain is achi eved through segnent recovery. This

m xture of protection techniques is beyond the scope of this
docunent .

Dormai n diversity (that is, the selection of paths that have only the
i ngress and egress domains in common) may be considered as one form
of diversity in nulti-domain networks, but this is beyond the scope
of this docunent (see Section 2.2).

1.5. Signaling Options
There are three signaling options for establishing inter-domain TE
LSPs: nesting, contiguous LSPs, and stitching [ RFC4726]. The
description in this docunment of diverse LSP setup is agnostic in
relation to the signaling option used, unless otherw se specifi ed.

Not e that signaling option considerations for Fast Reroute and
segment recovery are described in [RFC5151].

2. Diversity in Milti-Domain Networks

This section describes some assunptions about achieving path
diversity in multi-domai n networKks.
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Figures 1 and 2 show exanples of multi-domain network topologies. In

Figure 1, domains are connected in a linear topol ogy.
mul tipl e paths between nodes A and L, but al

donmi n#2-domai n#3 in that order.
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Figure 2: Meshed Donai n Connectivity
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In Figure 2, domains are connected in a nmesh topology. There are
mul ti pl e paths between nodes A and D, and these paths do not cross
the same domamins. |If inter-domain connectivity fornms a nesh,

domai n-1evel routing is required (even for the unprotected case).
This is tightly coupled with the next-hop domain resol ution/discovery
mechani sns used in | P networks.

In this docunent, we assume that domain-level routing is given via
configuration, policy, or sone external nmechanism and that this is
not part of the path conputation process described later in this
docunent .

Dorai n-1evel routing may al so allow "domain re-entry” where a path
re-enters a domain that it has previously exited (e.g., domai n#X-
domai n#Y-domai n#X). This requires specific considerations when
confidentiality (described in Section 3.2) is required, and is beyond
the scope of this docunent.

Furthernmore, the working LSP and the recovery LSP may or nmay not be
routed along the sanme set of donmains in the sane order. 1In this
docunent, we assume that the working LSP and recovery LSP follow the
sane set of dommins in the sanme order (via configuration, policy or
some external nechanisn). That is, we assune that the domai n nesh
topology is reduced to a linear domain topology for each pair of
wor ki ng and recovery LSPs.

In summary,

- There is no assunption about the nulti-domain network topol ogy.
For example, there could be nore than two domai n boundary nodes or
inter-donmain links (links connecting a pair of domain boundary
nodes bel onging to different donains).

- It is assuned that in a nmulti-domain topol ogy, the sequence of
domai ns that the working LSP and the recovery LSP foll ow nust be
the same and is pre-configured.

- Domain re-entry is out of scope and is not considered further.

2.2. Note on Domain Diversity

As described in Section 1.4, dommin diversity nmeans the sel ection of

pat hs that have only the ingress and egress domains in conmon. This

may provide enhanced resilience against failures, and is a way to
ensure path diversity for nost of the path of the LSP
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3.

3.

In Section 2.1, we assuned that the working LSP and the recovery LSP
follow the sane set of domains in the sanme order. Under this
assunption, donmin diversity cannot be achi eved. However, by

rel axing this assunption, domain diversity could be achieved, e.gqg.
by either of the follow ng schenes.

- Consider domain diversity as a special case of SRLG diversity
(i.e., assign an SRLG I D to each domain).

- Configure donmin-level routing to provi de donai n-di verse paths
(e.g., by neans of AS PATH in BGP).

Further details of the operation of donain diversity are beyond the
scope of this docunent.

Factors to Consi der
Scal ability versus Optinality

As described in [ RFC4726], scalability and optinality are two
conflicting objectives. Note that the neaning of optimality differs
dependi ng on each network operation. Sonme exanples of optimality in
t he context of diverse LSPs are:

- Mninmzing the sumof their cost while maintaining diversity.

- Restricting the difference of their costs (for exanple, so as to
mnimze the delay difference after switch-over) while maintaining
di versity.

By restricting TE information distribution to only within each domain
(and not across domai n boundaries) as required by [ RFC4105] and

[ RFC4216], it may not be possible to conpute an optimal path. As
such, it mght not be possible to conpute diverse paths, even if they
exi st. However, if we assune domain-level routing is given (as

di scussed in Section 2), it would be possible to conmpute diverse
pat hs using specific conputation schenmes, if such paths exist. This
is discussed further in Section 4.
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3.2. Key Concepts

Three key concepts to classify various diverse LSP conputation and
setup schenmes are presented bel ow.

o Wth or without confidentiality
- Wthout confidentiality

It is possible to specify a path across nmultiple domains in
signhaling (by neans of the Resource Reservation Protocol-TE
(RSVP-TE) Explicit Route Object (ERO)), and to obtain record of
the inter-domai n path used (by nmeans of the RSVP-TE Record Route
bject (RRO). In this case, it is clear that one domai n has
control over the path followed in another domain, and that the
path actually used in one domain is visible fromw thin another
domai n.

Exanpl es of this configuration are nmulti-area networks, and sone
forms of multi-AS networks (especially within the same provider).
In these cases, there is no requirenment for confidentiality.

- Wth confidentiality

Where confidentiality of domain topol ogy and operational policy
is required, it is not possible to specify or obtain a full path
across other dormains. Partial paths may be specified and
reported using domain identifiers or the addresses of domain
border routers in the EROs and RRCs.

Exanpl es of this configuration are sonme forns of nulti-AS
networks (especially inter-provider networks), GVPLS-UN
net wor ks, and L1VPNs.

o Miulti-domain path conputation, per-donmain path conputation, and
i nter-donain collaborative path conputation

- Milti-domain path conputation

If a single network el ement can see the topol ogy of all donains
along the path, it is able to conmpute a full end-to-end path.
Clearly, this is only possible where confidentiality is not
required.

Such a network el ement m ght be the head-end Label Swi tching
Router (LSR), a Path Conputation El enent (PCE) [ RFC4655], or a
Net wor kK Managenment System (NMS). This node of path conputation
is discussed in Sections 4 and 5.
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- Per-domai n path conputation

The path of an LSP may be conputed dommi n- by-donain as LSP
signaling progresses through the network. This scheme requires
ERO expansi on in each domain to construct the next segnment of the
path toward the destination. The establishnent of unprotected
LSPs in this way is covered in [ RFC5152].

- Inter-domain coll aborative path conputation

In this scheme, path conputation is typically done before
signaling and uses comunicati on between cooperating PCEs. An
exanmpl e of such a schene is Backward Recursive Path Conputation
(BRPC) [ BRPC] .

It is possible to conbine nultiple path conmputation techniques
(including using a different technique for the working and
recovery LSPs), but details are beyond the scope of this
docunent .

0 Sequential path conputation or sinultaneous path conputation
- Sequential path conputation

The path of the working LSP is conputed w thout considering the
recovery LSP, and then the path of the recovery LSP is conput ed.
This schene is applicable when the recovery LSP is added | ater as
a change to the service grade, but nay al so be used when both the
wor ki ng and recovery LSPs are established fromthe start.

Using this approach, it may not be possible to find diverse paths

for the LSPs in "trap" topol ogies. Furthernore, such sequential

pat h conput ati on approaches reduce the likelihood of selecting an

"optimal" solution with regards to a specific objective function
- Simul taneous path conputation

The path of the working LSP and the path of the recovery LSP are

conmputed simultaneously. In this schenme, it is possible to avoid
trap conditions and it may be nore possible to achieve an opti nal
result.

Note that LSP setup, with or without confidentiality, depends on per-
domai n configuration. The choice of per-domain path conputation or

i nter-donain coll aborative path conputation, and the choi ce between
sequential path conputation or sinultaneous path conputation can be
determ ned for each individual pair of working/recovery LSPs.

Takeda, et al. | nf or mat i onal [ Page 11]



RFC 5298 Anal ysis of Inter-Donain LSP Recovery August 2008

The anal ysis of various diverse LSP setup schenmes is described in
Sections 4 and 5, based on the concepts set out above.

Sone ot her considerations, such as network topol ogy-specific
consi derati ons, addressing considerations, and SRLG diversity are
described in Sections 6, 7, and 8.

4. Diverse LSP Setup Schenes without Confidentiality

This section exanmi nes schenes for diverse LSP setup based on
different path conputation techniques assuning that there is no
requi rement for dommin confidentiality. Section 5 makes a simlar
exam nation of schenes where domain confidentiality is required.

4.1. Managenent Configuration

[ RFCA726] describes this path conputation techni que where the ful
explicit paths for the working and recovery LSPs are specified by a
managenent application at the head-end, and no further conputation or
signaling considerations are needed.

4.2. Head-End Path Conputation (with Multi-Domain Visibility)

Section 3.2.1 [ RFC4726] describes this path conputation technique.
The full explicit paths for the working and recovery LSPs are
conmputed at the head-end either by the head-end itself or by a PCE
In either case, the conputing entity has full TE visibility across
mul ti pl e domains and no further conputation or signaling

consi derati ons are needed.

4.3. Per-Domai n Path Conputation
Sections 3.2.2, 3.2.3, and 3.3 of [RFC4726] describe this path
conmput ati on technique. Mre detailed procedures are described in
[ RFC5152] .
In this schene, the explicit paths of the working and recovery LSPs
are specified as the conplete strict paths through the source domain
followed by either of the follow ng:

- The conplete |list of boundary LSRs or donmin identifiers (e.g.,
AS nunbers) al ong the paths.

- The LSP destination
Thus, in order to navigate each domain, the path nust be expanded at

each domai n boundary, i.e., per-domain. This path conputation is
perforned by the boundary LSR or by a PCE on its behalf.
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There are two schenes for establishing diverse LSPs using per-donain
conmputation. These are described Sections 4.3.1 and 4. 3. 2.

4.3.1. Sequential Path Conputation

As previously noted, the main issue with sequential path conmputation
is that diverse paths cannot be guaranteed. Were a per-donain path
comput ati on schene is applied, the conputation of second path needs
to be aware of the path used by the first path in order that path

di versity can be attenpted.

The RSVP- TE EXCLUDE _ROUTE hj ect (XRO [RFC4874] can be used when the
second path is signaled to report the details of the first path. It
shoul d be noted that the PRI MARY_PATH ROUTE Object defined in

[ RFC4872] for end-to-end protection is not intended as a path

excl usi on nmechani sm and shoul d not be used for this purpose.

The process for sequential path conputation is as follows:

- The working LSP is established using per-domain path conmputation
as described in [RFC5152]. The path of the working LSP is
avail abl e at the head-end through the RSVP-TE RRO since domain
confidentiality is not required.

- The path of the recovery LSP across the first domain is conputed
excl udi ng the resources used by the working LSP within that
domain. |If a PCE is used, the resources to be avoi ded can be
passed to the PCE using the Exclude Route Object (XRO extensions
to the PCE Protocol [PCEP-XRQ, [PCEP].

- The recovery LSP is now signaled across the first domain as
usual, but the path of the working LSP is al so conveyed in an
RSVP-TE XRO. The XRO lists nodes, links and SRLGs that nust be
avoi ded by the LSP being signaled, and its contents are copied
fromthe RRO of the working LSP

- At each subsequent domai n boundary, a segnent of the path of the
recovery LSP can be computed across the new donmai n excl uding the
resources indicated in the RSVP-TE XRO

Thi s schene cannot guarantee to establish diverse LSPs (even if they
coul d exist) because the first (working) LSP is established without
consi deration of the need for a diverse recovery LSP. It is possible
to nodify the path of the working LSP using the crankback techni ques
[ RFC4920] if the setup of the recovery LSP is blocked or if sonme
resources are shared.
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Note that, even if a solution is found, the degree of optimality of
the solution (i.e., of the set of diverse TE LSPs) mi ght not be
maxi mal .

4.3.2. Simultaneous Path Conputation

Si mul t aneous path conputation gives a better likelihood of finding a
pair of diverse paths as the diversity requirenent forns part of the
comput ati on process. In per-donain path conputation mechani sns,
there are several aspects to consider.

Si mul t aneous path conputati on nmeans that the paths of the working and
recovery LSPs are conputed at the sanme tinme. Since we are

consi deri ng per-donain path conputation, these two paths must be
conmputed at the boundary of each donain.

The process for sinultaneous path conmputation is as follows:

- The ingress LSR (or a PCE) conputes a pair of diverse paths
across the first domain. |If a PCE is used, PCEP offers the
ability to request disjoint paths.

- The working LSP is signaled across the first domain as usual, but
must carry with it the requirenment for a disjoint recovery LSP
and the information about the path already conputed for the
recovery LSP across the first domain. |In particular, the domain
boundary node used by the recovery LSP nust be reported.

- Each donmin boundary router, in turn, conputes a pair of disjoint
pat hs across the next domain. The working LSP is signaled as
usual, and the conputed path of the recovery LSP is collected in
t he signaling nessages.

- Wien the working LSP has been set up, the full path of the
recovery LSP is returned to the head-end LSR in the signaling
nmessages for the working LSP. This allows the head-end LSR to
signal the recovery LSP using a full path w thout the need for
further path conputation.

Note that the signaling protocol mechanisnms do not currently exist to
collect the path of the recovery LSP during the signaling of the

wor king LSP. Definition of protocol nechanisnms are beyond the scope
of this docunment, but it is believed that such nmechani sms woul d be
sinple to define and inpl enment.

Not e al so that the nechani sm described is still not able to guarantee

the selection of diverse paths even where they exist since, when
domai ns are nultiply interconnected, the determnination of diverse
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end-to-end paths may depend on the correct selection of inter-domin
links. Crankback [ RFC4920] may al so be used in conbination with this
schenme to inprove the chances of success.

Note that even if a solution is found, the degree of optimality of
the solution (i.e., set of diverse TE LSPs) m ght not be maxi nal

4.4. Inter-Donmain Coll aborative Path Conputation

Col I aborative path conputation requires the cooperation between PCEs
that are responsible for different domains. This approach is
described in Section 3.4 of [RFC4726]. Backward recursive path
comput ati on (BRPC) [BRPC] provides a collaborative path conputation
techni que where the paths of LSPs are fully determ ned by

conmuni cati on between PCEs before the LSPs are established. Two ways
to use BRPC for diverse LSPs are described in the follow ng sections.

4.4.1. Sequential Path Conputation

In sequential path conputation, the path of the working LSP is
conput ed using BRPC as described in [BRPC]. The path of the recovery
LSP is then conmputed al so using BRPC with the addition that the path
of the working LSP is explicitly excluded using the XRO route

excl usi on techni ques described in [ PCEP- XRQ .

In this case, the working LSP could be set up before or after the
path of the recovery LSP is conputed. |In the latter case, the actual
path of the working LSP as reported in the RSVP-TE RRO should be used
when conputing the path of the recovery LSP

Thi s schenme cannot guarantee to establish diverse LSPs (even if they
exi st) because the working LSP nmay bl ock the recovery LSP. In such a
scenari o, re-optimzation of the working and recovery LSPs may be
used to achieve fully diverse paths.

4.4.2. Simultaneous Path Conputation

In sinultaneous path conputation, the PCEs collaborate to conpute the
pat hs of both the working and the recovery LSPs at the sane tine.
Since both LSPs are conmputed in a single pass, the LSPs can be
signal ed sinmultaneously of sequentially according to the preference
of the head-end LSR
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Col I aborative sinmultaneous path conputation is achi eved using the
Synchroni zati on Vector (SVEC) object in the PCE Protocol [PCEP]

This object allows two conmputation requests to be associ ated and nade
dependent. The coordination of rmultiple conputation requests within
the BRPC nechanismis not described in [BRPC]. It is believed that
it is possible to specify procedures for such coordination, but the
devel opnent of new procedures is outside the scope of this docunent.

This schenme can guarantee to establish diverse LSPs where they are
possi bl e, assum ng that domain-level routing is pre-determ ned as
described in Section 2. Furthernore, the conputed set of TE LSPs can
be guaranteed to be optimal with respect to sone objective functions.

5. Diverse LSP Setup Schermes with Confidentiality

In the context of this section, the termconfidentiality applies to
the protection of information about the topol ogy and resources
present within one donmain fromvisibility by people or applications
outside that domain. This includes, but is not limted to, recording
of LSP routes, and the advertisenments of TE information. The
confidentiality does not apply to the protection of user traffic.

Di verse LSP setup schenmes with confidentiality are simlar to ones
wi t hout confidentiality. However, several additional mechanisns are
needed to preserve confidentiality. Exanples of such nmechanisns are:

- Path key: A path key is used in place of a segnent of the path of
an LSP when the LSP is signaled, when the path of the LSP is
reported by signaling, or when the LSP's path is generated by a
PCE. This allows the exact path of the LSP to renmain
confidential through the substitution of "confidential path
segnents" (CPSs) by these path keys.

[ PCE- PATH KEY] descri bes how path keys can be used by PCEs to
preserve path confidentiality, and [ RSVP-PATH KEY] expl ai ns how
path keys are used in signaling. Note that if path keys are
signhal ed in RSVP-TE ERCs they nust be expanded so that the
signaling can proceed. This expansion normally takes place when
the first node in the CPS is reached. The expansion of the path
key would norrmally be carried out by the PCE that generated the
key, and for that reason, the path key contains an identifier of
the PCE (the PCE-1D).

- LSP segnent: LSP segnents can be pre-established across domains
according to some nanagenent policy. The LSP segnents can be
used to support end-to-end LSPs as hierarchical LSPs [ RFC4206] or
as LSP stitching segnents [ RFC5150].
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5.

5.

5.

1

2.

3.

The end-to-end LSPs are signaled indicating just the series of
domai ns or domain border routers. Upon entry to each domain, an
existing trans-domain LSP is selected and used to carry the end-
to-end LSP across the domain.

Note that although the LSP segnents are described as being pre-
establ i shed, they could be set up on demand on receipt of the
request for the end-to-end LSP at the domai n border.

It is also worth noting that in schenes that result in a single
conti guous end-to-end LSP (wi thout LSP tunneling or stitching),
t he sanme concept of LSP segnents nmay apply provided that ERO
expansion is applied at domai n boundari es and that the path of
the LSP is not reported in the RSVP-TE RRO

These techni ques may be applied directly or may require protocol
ext ensi ons depending on the specific diverse LSP setup schenes
descri bed below. Note that in the schenes below, the paths of the
wor ki ng and recovery LSPs are not inpacted by the confidentiality
requirenments.

Managenent Confi guration

Al t hough managenent systenms may exi st that can determ ne end-to-end
paths even in the presence of domain confidentiality, the full paths
cannot be provided to the head-end LSR for LSP signaling as this
woul d break the confidentiality requirenents.

Thus, for LSPs that are configured through nmanagenent applications,
the end-to-end path nust either be constructed using LSP segnents
that cross the domains, or communi cated to the head-end LSR with the
use of path keys.

Head- End Pat h Conputation (with Milti-Domain Visibility)

It is not possible for the head-end LSR to conpute the full end-to-
end path of an inter-domain LSP when domain confidentiality is in use
because the LSR will not have any TE infornation about the other

domai ns.

Per - Domai n Pat h Conput ati on

Per-domai n path conputation for working and recovery LSPs is
practical with domain confidentiality. As when there are no
confidentiality restrictions, we can separate the cases of sequenti al
and si mul taneous path conputation
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5.3.1. Sequential Path Conputation

In sequential path conputation, we can assune that the working LSP
has its path conmputed and is set up using the normal per-donain
techni que as described in [ RFC5152]. However, because of
confidentiality issues, the full path of the working LSP is not
returned in the signaling nessages and is not avail able to the head-
end LSR

To conpute a disjoint path for the recovery LSP, each donai n border
node needs to know the path of the working LSP within the domain to
which it provides entry. This is easy for the ingress LSR as it has
access to the RSVP-TE RROw thin first domain. In subsequent

domai ns, the process requires that the path of the working LSP is
sonehow nmade avail able to the domain border router as the recovery
LSP is signaled. Note that the working and recovery LSPs do not use
the sanme border routers if the LSPs are node or SRLG diverse.

There are several possible mechani sns to achieve this.

- Path keys could be used in the RRO for the working LSP. As the
si ghal i ng nessages are propagated back towards the head-end LSR
each domai n border router substitutes a path key for the segnent
of the working LSP's path within its domain. Thus, the RRO
received at the head-end LSR consists of the path within the
initial domain followed by a series of path keys.

When the recovery LSP is signaled, the path keys can be incl uded
in the ERO as exclusions. Each domain border router in turn can
expand the path key for its domain and know whi ch resources nust

be avoided. PCEP provides a protocol that can be used to request
t he expansion of the path key fromthe domain border router used
by the working LSP, or fromsonme third party such as a PCE

- Instead of using path keys, each confidential path segnent in the
RRO of the working LSP could be encrypted by the donain border
routers. These encrypted segnents woul d appear as exclusions in
the ERO for the recovery LSP and coul d be decrypted by the domain
border routers.

No mechani smcurrently exists in RSVP-TE for this function, which
woul d probably assume a domai n-wi de encryption key.

- The identity of the working LSP could be included in the XRO of
the recovery LSP to indicate that a disjoint path nust be found.

This option could require a sinple extension to the current XRO
specification [ RFC4874] to allow LSP identifiers to be included.
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It could also use the Association Object [RFC4872] to identify
t he wor ki ng LSP

This schene would al so need a way for a domai n border router to
find the path of an LSP within its domain. An efficient way to
achieve this would be to also include the domain border router
used by the working LSP in the signaling for the recovery LSP
but ot her schenes based on nanagenent applications or statefu
PCEs mi ght al so be devel oped.

Clearly, the details of this alternative have not been specified.
5.3.2. Sinmultaneous Path Conputation

I n per-donain simultaneous path conputation the path of the recovery
LSP is conmputed at the sane tine as the working LSP (i.e., as the
working LSP is signaled). The conputed path of the recovery LSP is
propagated to the head-end LSR as part of the signaling process for
the working LSP, but confidentiality nust be maintained, so the ful
path cannot be returned. There are two options as follows.

- LSP segnent: As the signaling of the working LSP progresses and
the path of the recovery LSP is conputed domai n- by-domain,
trans-domai n LSPs can be set up for use by the recovery LSP
Wien the recovery LSP is signaled, it will pick up these LSP
segnments and use them for tunneling or stitching.

Thi s nechani sm needs coordi nation through the managenent pl ane
bet ween dormai n border routers so that a router on the working
path can request the establishnment of an LSP segnent for use by
the protection path. This could be achieved through the TE M B
nmodul es [ RFC3812], [RFC4802].

Furthernmore, when the recovery LSP is signaled it needs to be
sure to pick up the correct LSP segnent. Therefore, sonme form of
LSP segment identifier needs to be reported in the signaling of
the working LSP and propagated in the signaling of the recovery
LSP. Mechanisms for this do not currently exist, but would be
relatively sinple to construct.

Alternatively, the LSP segnments could be marked as providing
protection for the working LSP. In this case, the recovery LSP
can be signaled with the identifier of the working LSP using the
Associ ation hj ect [RFC4872] enabling the correct LSP segnments to
be sel ected.
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- Path key: The path of the recovery LSP can be deternined and
returned to the head-end LSR just described in Section 4.4.2, but
each CPS is replaced by a path key. As the recovery path is
si ghal ed each path key is expanded, domai n-by-donmain to achi eve
the correct path. This requires that the entity that conputes
the path of the recovery LSP (donmain border LSR or PCE) is
stateful.

5.4 Inter-Donain Collaborative Path Computation

Cooperati ve col |l aborati on between PCEs is al so applicable when domain
confidentiality is required.

5.4.1. Sequential Path Conmputation

In sequential cooperative path conmputation, the path of the working
LSP is determned first using a nechani smsuch as BRPC. Since domain
confidentiality is in use, the path returned may contain path keys.

When the path of the recovery LSP is conputed (which may be before or
after the working LSP is signaled) the path exclusions supplied to
the PCE and exchanged between PCEs nust use path keys as described in
[ PCEP- XRQ .

5.4.2. Sinultaneous Path Conputation

As described in Section 4.4.2, diverse path conputation can be
requested using the PCEP SVEC hject [PCEP], and BRPC coul d be
extended for inter-domain diverse path conputation. However, to
conformto domain confidentiality requirenents, path keys nust be
used in the paths returned by the PCEs and signal ed by RSVP-TE.

Note that the LSP segnent approach may not be applicabl e here because
a path cannot be determ ned until BRPC procedures are conpl eted.

6. Network Topol ogy Specific Considerations

In sone specific network topol ogies the schenmes for setting up
di verse LSPs could be significantly sinplified.

For exanple, consider the L1VPN or GWLS UNI case. This may be
viewed as a |linear sequence of three donains where the first and | ast
domai ns contain only a single node each. 1In such a scenario, no BRPC
procedures are needed, because there is no need for path conmputation
inthe first and | ast dommins even if the source and destination
nodes are mul ti-honed.
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7.

Addr essi ng Consi derati ons

Al'l of the schenes described in this docunent are applicable when a
singl e address space is used across all donai ns.

There may al so be cases where private address spaces are used within
some of the donmmins. This problemis sinmilar to the use of domain
confidentiality since the ERO and RRO are neani ngl ess outside a
domain even if they are avail able, and the problem can be sol ved
usi ng the sane techni ques.

Note on SRLG Diversity

The schenes described in this docunent are applicabl e when the nodes
and links in different domains belong to different SRLGs, which is
normal |y the case.

However, it is possible that nodes or links in different domains
belong to the same SRLG That is, an SRLG nmay span domain
boundaries. |In such cases, in order to establish SRLG di verse LSPs,
several considerations are needed:

- Record of the SRLGs used by the working LSP

- Indication of a set of SRLGs to exclude in the conmputation of the
recovery LSP' s path.

In this case, there is a conflict between any requirenent for domain
confidentiality, and the requirement for SRLG diversity. One of the
requi rements nmust be conprom sed

Furthernmore, SRLG IDs may be assigned independently in each domain,
and m ght not have gl obal nmeaning. In such a scenario, some mappi ng
functions are necessary, simlar to the mapping of other TE
paraneters nmentioned in Section 1.2.

Security Considerations

The core protocols used to achieve the procedures described in this
docunent are RSVP-TE and PCEP. These protocols include policy and
aut hentication capabilities as described in [ RFC3209] and [ PCEP].
Furthernore, these protocols may be operated using nore advanced
security features such as | Psec [ RFC4301] and TLS [ RFC4346].

Security may be regarded as particularly inportant in inter-domain
depl oyments and serious consideration should be given to applying the
avail abl e security techni ques, as described in the docunents

ref erenced above and as set out in [ RFC4726].
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Addi tional discussion of security considerations for MPLG GWLS
networ ks can be found in [ SECURI TY-FW .

Thi s docunent does not of itself require additional security measures
and does not nodify the trust nmodel inplicit in the protocols used.
Not e, however, that domain confidentiality (that is the
confidentiality of the topology and path information fromw thin any
one domain) is an inportant consideration in this docunent, and a
signi ficant nunmber of the mechani sns described in this docunent are
desi gned to preserve domain confidentiality.
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