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Abstract

The PCE nodel is described in the "PCE Architecture"” document and
facilitates path conputation requests fromPath Conputation Clients
(PCCs) to Path Conmputation Elenments (PCEs). This docunment specifies
generic requirenents for a communi cati on protocol between PCCs and
PCEs, and al so between PCEs where cooperation between PCEs is
desirable. Subsequent docunents will specify application-specific
requirements for the PCE communi cation protocol.
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1. Introduction

A Path Conputation El enent (PCE) [ RFC4655] supports requests for path
conputation issued by a Path Conputation Cient (PCC), which may be
"conposite’ (co-located) or 'external’ (renote) froma PCE. Wen the
PCC is external fromthe PCE, a request/response conmunication
protocol is required to carry the path conputation request and return
the response. In order for the PCC and PCE to comunicate, the PCC
must know the | ocation of the PCE, PCE discovery is described in

[ PCE- DI SC- REQ) .

The PCE operates on a network graph in order to conpute paths based
on the path conputation request(s) issued by the PCC(s). The path
comput ati on request will include the source and destination of the
paths to be conputed and a set of constraints to be applied during
the conmputation, and it nay al so include an objective function. The
PCE response includes the conputed paths or the reason for a failed
comput ati on.
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This docunent lists a set of generic requirenments for the PCE
Conmruni cation Protocol (PCECP). Application-specific requirenents
are beyond the scope of this docunent, and will be addressed in
separate docunents. For exanple, application-specific comunication
protocol requirenments are given in [ PCECP-|NTER- AREA] and

[ PCECP- | NTER- LAYER] for inter-area and inter-layer PCE applications,
respectively.

2. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", "MAY NOT", and
"OPTIONAL" in this docunment are to be interpreted as described in RFC
2119 [ RFC2119].

3. Term nol ogy
Dormai n: Any col I ection of network elenments within a common sphere of
addr ess managenent or path conputational responsibility. Exanples of
domai ns include Interior Gateway Protocol (IGP) areas, Autononous
Systenms (ASs), multiple ASs within a service provider network, or
mul tiple ASs across multiple service provider networks.
GWLS: Ceneralized Miulti-Protocol Label Sw tching
LSP: MPLS/ GWLS Label Switched Path
LSR: Label Switch Router
MPLS: Ml ti-Protocol Label Switching

PCC. Path Conputation Cient: Any client application requesting a
path conputation to be perforned by the PCE

PCE: Path Conputation Elenent: An entity (conponent, application or
network node) that is capable of conputing a network path or route
based on a network graph and appl yi ng conputational constraints (see
further description in [ RFC4655]).

TED: Traffic Engi neering Database, which contains the topol ogy and
resource information of the network or network segnent used by a PCE

TE LSP: Traffic Engineering (G MPLS Label Sw tched Pat h.

See [ RFC4655] for further definitions of terns.
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4.

Overvi ew of PCE Conmmuni cation Protocol (PCECP)

In the PCE nodel, path conputation requests are issued by a PCCto a
PCE that may be conposite (co-located) or external (renote). If the
PCC and PCE are not co-located, a request/response conmunication
protocol is required to carry the request and return the response.

If the PCC and PCE are co-located, a conmunication protocol is not
required, but inplenentations may choose to utilize a protocol for
exchanges between t he conponents.

In order for a PCC and PCE to conmuni cate, the PCC nust know the

| ocation of the PCE. This can be configured or discovered. The PCE
di scovery nechanismis out of scope of this docunent, but

requi rements are docunented in [ PCE-DI SC REQ .

The PCE operates on a network graph built fromthe TED in order to
conmpute paths. The nechani sm by which the TED i s popul ated is out of
scope for the PCECP

A path conputation request issued by the PCC includes a specification
of the path(s) needed. The information supplied includes, at a

m ni nrum the source and destination for the paths, but may al so
include a set of further requirenments (known as constraints) as
described in Section 5.

The response fromthe PCE nay be positive in which case it wll

i nclude the paths that have been conputed. |If the conputation fails
or cannot be perforned, a negative response is required with an

i ndi cation of the type of failure.

A request/response protocol is also required for a PCE to communi cate
path conputation requests to another PCE and for that PCE to return
the path conputation response. As described in [RFC4655], there is
no reason to assune that two different protocols are needed, and this
docunent assunes that a single protocol will satisfy all requirenments
for PCC- PCE and PCE- PCE comuni cati on

[ RFC4655] describes four nodels of PCE: conposite, external, nmultiple
PCE path conputation, and multiple PCE path conputation with inter-
PCE communi cation. 1In all cases except the conposite PCE nodel, a
PCECP is required. The requirenents defined in this docunent are
applicable to all nodels described in [ RFC4655].
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5.  PCE Conmuni cation Protocol Generic Requirenents
5.1. Basic Protocol Requirenents
5.1.1. Commonality of PCC-PCE and PCE- PCE Conmuni cation

A single protocol MIST be defined for PCC-PCE and PCE- PCE

comuni cation. A PCE requesting a path from anot her PCE can be
considered a PCC, and in the renainder of this docunment we refer to
al | communi cati ons as PCC-PCE regardl ess of whether they are PCC- PCE
or PCE- PCE.

5.1.2. dient-Server Conmunicati on

PCC- PCE comruni cation is by nature client-server based. The PCECP

MJST allow a PCC to send a request nmessage to a PCE to request path
computation, and for a PCEto reply with a response nessage to the

requesti ng PCC once the path has been conputed.

In addition to this request-response node, there are cases where
there is unsolicited comuni cation fromthe PCE to the PCC (see
Section 5.1.11).

5.1.3. Transport

The PCECP SHOULD utilize an existing transport protocol that supports
congestion control. This transport protocol may al so be used to
satisfy sone requirements in other sections of this docunent, such as
reliability. The PCECP SHOULD be defined for one transport protocol
only in order to ensure interoperability. The transport protocol
MUST NOT Iinmt the size of the nmessage used by the PCECP.

5.1.4. Path Conputation Requests

The path conputation request nmessage MJST include at |east the source
and destination. Note that the path conputation request is for an
LSP or LSP segnent, and the source and destination supplied are the
start and end of the computation being requested (i.e., of the LSP
segnent) .
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The path conputation request nmessage MJST support the inclusion of a
set of one or nore path constraints, including but not limted to the
request ed bandwi dth or resources (hops, affinities, etc.) to

i ncl ude/ exclude. For exanple, a PCC may request the PCE to excl ude
points of failure in the conputation of a new path if an LSP setup
fails. The actual inclusion of constraints is a choice for the PCC
issuing the request. A list of core constraints that nust be
supported by the PCECP is supplied in Section 5.1.16. Specification
of constraints MJST be future-proofed as described in Section 5.1.14.

The requester MJST be allowed to select fromor prefer an advertised
list or miniml subset of standard objective functions and functi onal
options. An objective function is used by the PCE to process
constraints to a path conputation request when it conputes a path in
order to select the "best" candidate paths (e.g., mninmm hop path),
and corresponds to the optinization criteria used for the conputation
of one path, or the synchroni zed conputation of a set of paths. 1In
the case of unsynchroni zed path conputation, this can be, for
exanpl e, the path cost or the residual bandwi dth on the nost | oaded
path link. In the case of synchronized path conmputation, this can
be, for exanple, the global bandw dth consunption or the residua
bandwi dth on the nost | oaded network link

A list of core objective functions that MJST be supported by the
PCECP is supplied in Section 5.1.17. Specification of objective
functions MJST be future-proofed as described in Section 5.1.14.

The requester SHOULD al so be able to select a vendor-specific or
experinmental objective function or functional option. Furthernore,
the requester MJST be allowed to custom ze the function/options in
use. That is, individual objective functions will often have
paraneters to be set in the request fromPCC to PCE. Support for the
speci fication of objective functions and objective paraneters is
required in the protocol extensibility specified in Section 5.1.14.

A request message MAY include TE paraneters carried by the MPLS/ GWLS
LSP setup signaling protocol. Also, it MJST be possible for the PCE
to apply additional objective functions. This m ght include policy-
based routing path conputation for |oad bal ancing instructed by the
managenent pl ane.

Shortest path selection may rely either on the TE netric or on the
IGP nmetric [METRIC]. Hence the PCECP request nmessage MJST al |l ow t he
PCC to indicate the nmetric type (I1GP or TE) to be used for shortest
path selection. Note that other netric types may be specified in the
future.
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There may be cases where a single path cannot fit a given bandwi dth
request, while a set of paths could be conbined to fit the request.
Such path conbination to serve a given request is called | oad-

bal anci ng. The request nmessage MJST allow the PCCto indicate if

| oad-bal ancing is allowed. It MJST also include the nmaxi num nunber
of paths in a | oad-bal anci ng path group, and the i ni mum path
bandwi dth in a | oad-bal ancing path group. The request nessage MJST
al I ow specification of the degree of disjointness of the nenbers of
t he | oad- bal anci ng group

5.1.5. Path Conputation Responses

The path conputation response nessage MJST allow the PCE to return
various el enents including, at |east, the conputed path(s).

The protocol MJST be capable of returning any explicit path that
woul d be acceptable for use for MPLS and GWLS LSPs once converted to
an Explicit Route Cbject for use in RSVP-TE signaling. In addition
anything that can be expressed in an Explicit Route Object MJIST be
capabl e of being returned in the conputed path. Note that the
resultant path(s) may be nade up of a set of strict or |oose hops, or
any conbi nation of strict and | oose hops. Mreover, a hop nay have
the formof a non-sinple abstract node. See [RFC3209] for the
definition of strict hop, |oose hop, and abstract node.

A positive response fromthe PCE MUST include the paths that have
been conmputed. A positive PCECP conputation response MJST support
the inclusion of a set of attributes of the conputed path, such as
the path costs (e.g., cunulative link TE netrics and cumrul ative link
| GP netrics) and the conputed bandwidth. The latter is useful when a
singl e path cannot serve the requested bandw dth and | oad bal anci ng
is applied.

When a path satisfying the constraints cannot be found, or if the
conmputation fails or cannot be perforned, a negative response MJST be
sent. This response MAY include further details of the reason(s) for
the failure and MAY include advi ce about which constraints might be
relaxed to be nore likely to achieve a positive result.

The PCECP response nessage MJST support the inclusion of the set of
comput ed paths of a | oad-bal ancing path group, as well as their
respective bandw dt hs.

5.1.6. Cancellation of Pending Requests
A PCC MUST be able to cancel a pending request using an appropriate

message. A PCC that has sent a request to a PCE and no | onger needs
a response, for instance, because it no longer wants to set up the

Ash & Le Roux I nf or mat i onal [ Page 7]



RFC 4657 PCE Conmmuni cation Protocol Generic Regmmts Septenber 2006

associ ated service, MJIST be able to notify the PCE that it can clear
the request (i.e., stop the conputation if already started, and clear
the context). The PCE may al so wish to cancel a pending request
because of some congested state.

5.1.7. Miltiple Requests and Responses

It MJUST be possible to send nultiple path conmputation requests within
the same request nessage. Such requests nay be correlated (e.qg.
requesting disjoint paths) or uncorrel ated (requesting paths for

unrel ated services). It MJIST be possible to limt by configuration
of both PCCs and PCEs the nunmber of requests that can be carried
within a single nmessage.

Simlarly, it MJUST be possible to return nmultiple conputed paths
within the sane response nessage, corresponding either to the sane
request (e.g., multiple suited paths, paths of a | oad-bal ancing path
group) or to distinct requests, correlated or not, of the sanme
request nessage or distinct reguest nessages.

It MJUST be possible to provide "continuation correlation"” where al
rel ated requests or computed paths cannot fit within one nessage and
are carried in a sequence of correl ated nessages.

The PCE MUST informthe PCC of its capabilities. Maxi num acceptable
nmessage sizes and the maxi mum nunber of requests per nessage
supported by a PCE MAY form part of PCE capabilities adverti senent

[ PCE- DI SC- REQQ or MAY be exchanged through information nessages from
the PCE as part of the protocol described here.

It MJUST be possible for a PCC to specify, in the request nessage, the
maxi num accept abl e response nessage sizes and the maxi mum nunber of
conmput ed pat hs per response nmessage it can support.

It MJUST be possible to limt the nessage size by configuration on
PCCs and PCEs.

5.1.8. Reliable Message Exchange
The PCECP MJST support reliable transmn ssion of PCECP packets. This
may formpart of the protocol itself or may be achieved by the
sel ection of a suitable transport protocol (see Section 5.1.3).

In particular, it MJST allow for the detection and recovery of |ost
nmessages to occur quickly and not inpede the operation of the PCECP

In sone cases (e.g., after link failure), a large nunber of PCCs may
si mul taneously send requests to a PCE, |leading to a potenti al
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saturation of the PCEs. The PCECP MJST support indication of
congestion state and rate limtation state. This should enable, for
exanple, a PCEto |limt the rate of incom ng request nmessages if the
request rate is too high

The PCECP or its transport protocol MJST provide the foll ow ng:

- Detection and report of lost or corrupted nessages

- Automatic attenpts to retransnit | ost nmessages wi thout reference to
the application

- Handling of out-of-order nessages

- Handling of duplicate nessages

- Flow control and back-pressure to enable throttling of requests and
responses

- Rapid PCECP conmuni cation failure detection

- Distinction between partner failure and conmuni cati on channe
failure after the PCECP conmunication is recovered

If it is necessary to add functions to PCECP to overcone shortconi ngs
in the chosen transport mechani sns, these functions SHOULD be based
on and re-use where possible techni ques devel oped in other protocols
to overcone the sane shortcom ngs. Functionality MJST NOT be added
to the PCECP where the chosen transport protocol already provides it.

5.1.9. Secure Message Exchange

The PCC- PCE communi cation protocol MJST include provisions to ensure
the security of the exchanges between the entities. |In particular
it MUST support mechanisnms to prevent spoofing (e.g.

aut hentication), snooping (e.g., preservation of confidentiality of

i nformati on through techni ques such as encryption), and Denial of
Service (DoS) attacks (e.g., packet filtering, rate limting, no
prom scuous listening). Once a PCCis identified and aut henti cat ed,
it has the same privileges as all other PCCs.

To ensure confidentiality, the PCECP SHOULD all ow | ocal policy to be
configured on the PCE to not provide explicit path(s). |If a PCC
requests an explicit path when this is not allowed, the PCE MJST
return an error nessage to the requesting PCC and the pendi ng path
comput ati on request MJUST be discarded.

Aut hori zation requirenments [RFC3127] include reject capability,

reaut hori zati on on denmand, support for access rules and filters, and
unsolicited di sconnect.
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| P addresses are used to identify PCCs and PCEs. Wiere the PCC- PCE
comuni cati on takes place entirely within one linited domain, the use
of a private address space that is not available to custonmer systens
MAY be used to help protect the information exchange, but other
nmechani sns MJST al so be avail abl e.

These functions may be provided by the transport protocol or directly
by the PCECP. See Section 6 for further discussion of security
consi derati ons.

5.1.10. Request Prioritization

The PCECP MJUST allow a PCC to specify the priority of a conputation
request.

| mpl enentation of priority-based activity within a PCE is subject to
i npl ementation and | ocal policy. This application processing is out
of scope of the PCECP

5.1.11. Unsolicited Notifications

The nornal operational node is for the PCC to nmake path conputation
requests to the PCE and for the PCE to respond.

The PCECP MJST support unsolicited notifications fromPCE to PCC, or
PCC to PCE. This requirenent facilitates the unsolicited

comuni cation of information and alerts between PCCs and PCEs. As
specified in Section 5.1.8, these notification nessages nust be
supported by a reliable transm ssion protocol. The PCECP MAY al so
support response nmessages to the unsolicited notification nessages.

5.1.12. Asynchronous Comuni cati on

The PCC-PCE protocol MJST allow for asynchronous comunication. A
PCC MUST NOT have to wait for a response to one request before it can
make anot her request.

It MJUST al so be possible to have the order of responses differ from
the order of the corresponding requests. This may occur, for

i nstance, when path request nessages have different priorities (see
Requi rement 5.1.10). A consequent requirenent is that path
comput ati on responses MUST include a direct correlation to the
associ at ed request.

5.1.13. Communi cati on Overhead M nim zation

The request and response nessages SHOULD be designed so that the
conmuni cation overhead is mnimzed. |In particular, the overhead per
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nmessage SHOULD be mi nim zed, and the nunber of bytes exchanged to
arrive at a conputation answer SHOULD be m nim zed. O her
consi derations in overhead mnimzation include the foll ow ng:

- the nunber of background nessages used by the protocol or its
transport protocol to keep alive any session or association
bet ween the PCE and PCC

- the processing cost at the PCE (or PCC) associated with
request/response nmessages (as distinct from processing the
comput ati on requests thensel ves)

5.1.14. Extensibility

The PCECP MJST provide a way for the introduction of new path
computati on constraints, diversity types, objective functions,
optim zation nethods and paraneters, and so on, w thout requiring
maj or nodifications in the protocol.

For exampl e, the PCECP MUST be extensible to support various PCE-
based applications, such as the follow ng:

- intra-area path conputation

- inter-area path conputation [ PCECP-I| NTER- AREA]

inter-AS intra provider and inter-AS inter-provider path
comput ati on [ PCECP-| NTER- AS]

inter-layer path conputati on [ PCECP-I| NTER- LAYER]

The PCECP MJST support the requirenents specified in the
application-specific requirenents docunents. The PCECP MJST al so
al | ow extensions as nore PCE applications will be introduced in the
future.

The PCECP SHOULD al so be extensible to support future applications
not currently in the scope of the PCE working group, such as, for

i nstance, point-to-nultipoint path conputations, multi-hop pseudowire
pat h conputation, etc.

Note that application specific requirenents are out of the scope of
this document and will be addressed in separate requirenments
docunent s.

5.1.15. Scalability

The PCECP MUST scale well, at |east as good as linearly, with an

i ncrease of any of the follow ng paraneters. M ni mum order of
magni tude estimates of what the PCECP should support are given in
parenthesis (note: these are requirenents on the PCECP, not on the
PCE) :
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- nunber of PCCs (1000/domai n)

- nunber of PCEs (100/dormai n)

- nunber of PCCs comuni cating with a single PCE (1000)

- nunber of PCEs communi cated to by a single PCC (100)

- nunber of donmmins (20)

- nunber of path request nessages (average of 10/ second/ PCE)

- handling bursts of requests (burst of 100/second/PCE within a 10-
second interval).

Note that path requests can be bundled in path request nessages, for
exanpl e, 10 PCECP request nessages/second may correspond to 100 path
request s/ second.

Bursts of requests nay arise, for exanple, after a network outage
when mul tiple reconputations are requested. The PCECP MUST handl e
the congestion in a graceful way so that it does not unduly inpact
the rest of the network, and so that it does not gate the ability of
the PCE to perform conputation

5.1.16. Constraints

This section provides a |ist of generic constraints that MJST be
supported by the PCECP. Oher constraints nmay be added to service
specific applications as identified by separate application-specific
requi rements docunents. Note that the provisions of Section 5.1.14
mean that new constraints can be added to this Ilist w thout inpacting
the protocol to a level that requires mjor protocol changes.

The set of supported generic constraints MJST include at |east the
fol |l ow ng:

o MPLS-TE and GWPLS generic constraints:
- Bandwi dth
- Affinities inclusion/exclusion
- Link, Node, Shared Ri sk Link Goup (SRLG inclusion/exclusion
- Maxi mum end-to-end 1GP netric
- Maxi mum hop count
- Maxi mum end-to-end TE netric
- Degree of paths disjointness (Link, Node, SRLG

0o MPLS-TE specific constraints
- O ass-type
- Local protection
- Node protection
- Bandwi dth protection
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0 GWPLS specific constraints
- Switching type, encoding type
- Link protection type

5.1.17. (Objective Functions Supported

This section provides a |ist of generic objective functions that MJST
be supported by the PCECP. Oher objective functions MAY be added to
service specific applications as identified by separate application-
specific requirenents docunments. Note that the provisions of Section
5.1.14 nean that new objective functions MAY be added to this list

wi t hout inpacting the protocol

The PCECP MUST support at |east the follow ng "unsynchroni zed"
functi ons:

- Mnimmcost path with respect to a specified netric
(shortest path)

- Least | oaded path

- Maxi mum avai | abl e bandwi dth path

Al so, the PCECP MJST support at |east the follow ng "synchronized"
obj ective functions:

- Mninize aggregate bandw dth consunption on all [|inks
- Maximi ze the residual bandwi dth on the nost | oaded |ink
- Mninize the curmul ative cost of a set of diverse paths
5.2. Depl oynent Support Requirenents
5.2.1. Support for Different Service Provider Environnents
The PCECP nmust at | east support the follow ng environnments:
- MPLS-TE and GWPLS net wor ks
Packet and non-packet networks

Centralized and distributed PCE path conputation
Single and multiple PCE path conputation

For exampl e, PCECP is possibly applicable to packet networks (e.g.,
| P networks), non-packet networks (e.g., tine-division nmultiplexed
(TDM transport), and perhaps to nulti-layer GWLS control plane
environnents. Definitions of centralized, distributed, single, and
mul ti ple PCE path conputation can be found in [ RFC4655].
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5.2.2. Policy Support

The PCECP MJST allow for the use of policies to accept/reject
requests. It MJST include the ability for a PCE to supply sufficient
detail when it rejects a request for policy reasons to allow the PCC
to determne the reason for rejection or failure. For exanple,
filtering could be required for a PCE that serves one donain (perhaps
an AS) such that all requests that come from another domain (AS) are
rejected. However, specific policy details are left to application-
specific PCECP requirenents. Actual policies, configuration of
policies, and applicability of policies are out of scope.

Not e that work on supported policy nodels and the correspondi ng
requirenments/inplications is being undertaken as a separate work item
in the PCE working group

PCECP nessages MJST be able to carry transparent policy information
5.3. Aliveness Detection & Recovery Requirenents
5.3.1. Aliveness Detection

The PCECP MUST all ow a PCC/ PCE to

- check the liveliness of the PCC-PCE conmuni cation

- rapidly detect PCC-PCE comunication failure (indifferently to
partner failure or connectivity failure), and

- distinguish PCC/ PCE node failures from PCC-PCE connectivity
failures, after the PCC- PCE conmunication is recovered.

The al iveness detection nechani sm MUST ensure reci procal know edge of
PCE and PCC |iveness.

5.3.2. Protocol Recovery

In the event of the failure of a sender or of the communication
channel, the PCECP, upon recovery, MJST support resynchronization of
information (e.g., PCE congestion status) and requests between the
sender and the receiver; this SHOULD be arranged so as to mnimze
repeat data transfer

5.3.3. LSP Rerouting & Reoptim zation

If an LSP fails owng to the failure of a Iink or node that it
traverses, a new conputation request nay be made to a PCE in order to
repair the LSP. Since the PCC cannot know that the PCE s TED has
been updated to reflect the failure network information, it is useful
to include this information in the new path conputation request.
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Also, in order to re-use the resources used by the old LSP, it may be
advant ageous to indicate the route of the old LSP as part of the new
pat h conputation request.

Hence the path conputation request nmessage MJST allow an indication
of whether the conmputation is for LSP restoration, and it MJST
support the inclusion of the previously conputed path as well as the
identity of the failed element. Note that the old path might only be
useful if the old LSP has not yet been torn down. The PCE MAY choose
to take failure indication information carried in a given request

i nto account when handling subsequent requests. This should be
driven by local policy decision.

Note that a network failure nmay inpact a |l arge nunber of LSPs. In
this case, a potentially large nunber of PCCs will sinultaneously
send requests to the PCE. The PCECP MUST properly handl e such
over| oad situations, such as, for instance, through throttling of
requests as set forth in Section 5.1.8.

The path conputation request nmessage MJST support TE LSP path
reoptim zation and the inclusion of a previously conputed path. This
will help ensure optimal routing of a reoptimzed path, since it wll
all ow the PCE to avoid doubl e bandwi dt h accounting and hel p reduce

bl ocki ng i ssues.

6. Security Considerations

Key managenment MJST be provided by the PCECP to provide for the
authenticity and integrity of PCECP nmessages. This will allow
protecting agai nst PCE or PCC inpersonation and al so agai nst nessage
content falsification

The inpact of the use of a PCECP MUST be considered in light of the
i mpact that it has on the security of the existing routing and
signhaling protocols and techniques in use within the network.
Intra-domain security is inpacted since there is a new interface,
protocol, and elenent in the network. Any host in the network could
i npersonate a PCC and receive detailed informati on on network paths.
Any host could al so i npersonate a PCE, both gathering information
about the network before passing the request on to a real PCE and
spoofing responses. Some protection here depends on the security of
the PCE discovery process (see [PCE-DISC-REQ). An increase in
inter-donmain information flows may increase the vulnerability to
security attacks, and the facilitation of inter-domain paths may

i ncrease the inpact of these security attacks.

O particular relevance are the inplications for confidentiality
i nherent in a PCECP for rmulti-domain networks. It is not necessarily
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the case that a multi-donmain PCE solution will conprom se security,
but sol utions MJST examine their inpacts in this area.

Applicability statenments for particular conbinations of signaling,
routing, and path conputation techni ques are expected to contain
detail ed security sections.

It should be observed that the use of an external PCE introduces
addi tional security issues. Most notable anmobng these are the
fol |l ow ng:

- Interception of PCE requests or responses
- Inpersonation of PCE or PCC
- DoS attacks on PCEs or PCCs

The PCECP MJST address these issues in detail using authentication,
encryption, and DoS protection techniques. See also Section 5.1.9.

There are security inplications of allowing arbitrary objective
functions, as discussed in Section 5.1.17, and the PCECP MJST al | ow
mtigating the risk of, for exanple, a PCC using conplex objectives
to intentionally drive a PCE into resource exhaustion

7. Manageability Considerations
Manageability of the PCECP MJUST address the follow ng considerations:

- The need for a M B nodule for control and nonitoring of PCECP

- The need for built-in diagnostic tools to test the operation of the
protocol (e.g., partner failure detection, Operations
Admi ni stration and Mii ntenance (OQAM, etc.)

- Configuration inplications for the protocol

PCECP operations MJST be nodel ed and control | ed through appropriate
M B nodul es. There are enough specific differences between PCCs and
PCEs to lead to the need of defining separate M B nodul es.

Statistics gathering will forman inportant part of the operation of
the PCECP. The M B nodul es MUST provide information that will all ow
an operator to determ ne PCECP historical interactions and the
success rate of requests. Sinmlarly, it is inportant for an operator
to be able to determ ne PCECP and PCE | oad and whet her an i ndi vi dual
PCC is responsible for a disproportionate anount of the load. It
MJST be possible, through use of MB nodules, to record and inspect
statistics about the PCECP communi cations, including issues such as
mal f or med nessages, unauthorized nessages, and nessages di scarded

oW ng to congestion
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The new M B nodul es should al so be used to provide notifications
(traps) when thresholds are crossed or when inportant events occur.
For exanmple, the MB nodul e may support indication of exceeding the
congestion state threshold or rate limtation state.

PCECP t echni ques nust enable a PCC to deternine the liveness of a PCE
both before it sends a request and in the period between sending a
request and receiving a response.

It is also inportant for a PCE to know about the liveness of PCCs to
gain a predictive view of the likely loading of a PCE in the future
and to allow a PCE to abandon processing of a received request.

The PCECP MUST support indication of congestion state and rate
limtation state, and MAY all ow the operator to control such a
function.
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