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Abstract

This specification describes the Lightweight Directory Access

Prot ocol (LDAP) Content Synchronization Operation. The operation
allows a client to maintain a copy of a fragnment of the Directory
Information Tree (DIT). It supports both polling for changes and
listening for changes. The operation is defined as an extension of
the LDAP Search Qperati on.
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1. Introduction

The Lightweight Directory Access Protocol (LDAP) [RFC4510] provides a
mechani sm the search operation [RFC4511], that allows a client to
request directory content matching a conplex set of assertions and to
request that the server return this content, subject to access
control and other restrictions, to the client. However, LDAP does
not provide (despite the introduction of numerous extensions in this
area) an effective and efficient nechani smfor maintaining
synchroni zed copies of directory content. This docunment introduces a
new nechani sm specifically designed to neet the content
synchroni zati on requi rements of sophisticated directory applications.

Thi s docunent defines the LDAP Content Synchronization Operation, or
Sync Operation for short, which allows a client to maintain a
synchroni zed copy of a fragnment of a Directory Infornation Tree
(DIT). The Sync Operation is defined as a set of controls and other
protocol elenents that extend the Search Operation

1.1. Background
Over the years, a nunmber of content synchronization approaches have
been suggested for use in LDAP directory services. These approaches
are inadequate for one or nore of the follow ng reasons:

- failure to ensure a reasonable | evel of convergence;

- failure to detect that convergence cannot be achi eved (without
rel oad);

- require pre-arranged synchroni zati on agreenents;

- require the server to maintain histories of past changes to DT
content and/or neta information;

- require the server to nmaintain synchronization state on a per-
client basis; and/or

- are overly chatty.
The Sync Operation provides eventual convergence of synchronized
content when possible and, when not, notification that a full rel oad
is required.

The Sync Operation does not require pre-arranged synchronization
agreenment s.

Zei l enga & Choi Experi nment al [ Page 3]



RFC 4533 LDAP Content Synchroni zation Operation June 2006

The Sync Operation does not require that servers nmaintain or use any
hi story of past changes to the DIT or to nmeta information. However,
servers may nmintain and use histories (e.g., change |ogs,

tombst ones, DI T snapshots) to reduce the nunber of nmessages generated
and to reduce their size. As it is not always feasible to maintain
and use histories, the operation may be inplenented using purely
(current) state-based approaches. The Sync Operation allows use of
ei ther the state-based approach or the history-based approach on an
operati on- by-operation basis to balance the size of history and the
anmount of traffic. The Sync Operation also allows the conbi ned use
of the state-based and the history-based approaches.

The Sync Operation does not require that servers maintain
synchroni zati on state on a per-client basis. However, servers nay
mai ntai n and use per-client state information to reduce the nunber of
nmessages generated and the size of such nessages.

A synchroni zati on nmechani sm can be consi dered overly chatty when
synchroni zation traffic is not reasonably bounded. The Sync
Qperation traffic is bounded by the size of updated (or new) entries
and the nunber of unchanged entries in the content. The operation is
designed to avoid full content exchanges, even when the history
information available to the server is insufficient to determne the
client’s state. The operation is also designed to avoid transm ssion
of out-of-content history information, as its size is not bounded by
the content and it is not always feasible to transnmit such history

i nformati on due to security reasons.

Thi s docunent includes a nunber of non-normative appendi ces providing
addi tional information to server inplenentors.

1.2. Intended Usage

The Sync Operation is intended to be used in applications requiring
event ual | y-convergent content synchronization. Upon conpletion of
each synchroni zation stage of the operation, all infornmation to
construct a synchroni zed client copy of the content has been provided
to the client or the client has been notified that a conpl ete content
reload is necessary. Except for transient inconsistencies due to
concurrent operation (or other) processing at the server, the client
copy is an accurate reflection of the content held by the server
Transi ent inconsistencies will be resolved by subsequent
synchroni zati on operati ons.
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Possi bl e uses include the follow ng:

- Wiite page service applications nmay use the Sync Operation to
maintain a current copy of a DIT fragnent, for exanple, a mai
user agent that uses the sync operation to nmaintain a |ocal
copy of an enterprise address book.

- Meta-information engi nes may use the Sync Operation to maintain
a copy of a DIT fragnent.

- Caching proxy services may use the Sync Operation to maintain a
coherent content cache.

- Lightweight nmaster-slave replication between heterogeneous
directory servers. For exanple, the Sync Qperation can be used
by a slave server to maintain a shadow copy of a DIT fragnent.
(Note: The International Tel ephone Union (ITU) has defined the
X.500 Directory [ X 500] Information Shadowi ng Protocol (DI SP)

[ X. 525], which may be used for master-slave replication between
directory servers. Oher experinmental LDAP replication
protocols al so exist.)

This protocol is not intended to be used in applications requiring
transacti onal data consistency.

As this protocol transfers all visible values of entries belonging to
the content upon change instead of change deltas, this protocol is
not appropriate for bandw dt h-chal |l enged applications or depl oynents.

1.3. Overview

This section provides an overvi ew of basic ways the Sync Operation
can be used to nmaintain a synchronized client copy of a DIT fragnent.

- Polling for changes: refreshOnly node
- Listening for changes: refreshAndPersist node
1.3.1. Polling for Changes (refreshOnly)

To obtain its initial client copy, the client issues a Sync request:
a search request with the Sync Request Control with nbode set to
refreshOnly. The server, nmuch like it would with a normal search
operation, returns (subject to access controls and ot her
restrictions) the content matching the search criteria (base(bject,
scope, filter, attributes). Additionally, with each entry returned,
the server provides a Sync State Control indicating state add. This
control contains the Universally Unique ldentifier (UU D) [UU D of
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the entry [RFC4530]. Unlike the Distinguished Name (DN), which may
change over tine, an entry’s UU D is stable. The initial content is
foll owed by a SearchResultDone with a Sync Done Control. The Sync
Done Control provides a syncCookie. The syncCookie represents
session state.

To poll for updates to the client copy, the client reissues the Sync
Operation with the syncCookie previously returned. The server, nuch
as it would with a normal search operation, determ nes which content
woul d be returned as if the operation were a normal search operation
However, using the syncCookie as an indicator of what content the
client was sent previously, the server sends copies of entries that
have changed with a Sync State Control indicating state add. For
each changed entry, all (nodified or unnodified) attributes bel ongi ng
to the content are sent.

The server may performeither or both of the two distinct
synchroni zati on phases that are distingui shed by how to synchronize
entries deleted fromthe content: the present and the del ete phases.
When the server uses a single phase for the refresh stage, each phase
is marked as ended by a SearchResultDone with a Sync Done Control. A
present phase is identified by a FALSE refreshDel etes value in the
Sync Done Control. A delete phase is identified by a TRUE

refreshDel etes value. The present phase may be foll owed by a delete
phase. The two phases are delimted by a refreshPresent Sync Info
Message having a FALSE refreshDone value. 1In the case that both the
phases are used, the present phase is used to bring the client copy
up to the state at which the subsequent del ete phase can begin.

In the present phase, the server sends an enpty entry (i.e., no
attributes) with a Sync State Control indicating state present for
each unchanged entry.

The del ete phase may be used when the server can reliably deternine
which entries in the prior client copy are no |longer present in the
content and the nunber of such entries is |less than or equal to the
nunber of unchanged entries. |In the delete node, the server sends an
enpty entry with a Sync State Control indicating state delete for
each entry that is no longer in the content, instead of returning an
enpty entry with state present for each present entry.

The server may send syncl dSet Sync |Info Messages containing the set
of UUI Ds of either unchanged present entries or deleted entries,

i nstead of sending multiple individual nmessages. |f refreshDel etes
of syncldSet is set to FALSE, the UU Ds of unchanged present entries
are contained in the syncUU Ds set; if refreshDel etes of syncldSet is
set to TRUE, the UUIDs of the entries no longer present in the
content are contained in the syncUUI Ds set. An optional cookie can

Zei l enga & Choi Experi nment al [ Page 6]



RFC 4533 LDAP Content Synchroni zation Operation June 2006

be included in the syncldSet to represent the state of the content
after synchroni zing the presence or the absence of the entries
contained in the syncUU Ds set.

The synchroni zed copy of the DIT fragnment is constructed by the
client.

If refreshDel etes of syncDoneVal ue is FALSE, the new copy includes
all changed entries returned by the rei ssued Sync Operation, as well
as all unchanged entries identified as being present by the reissued
Sync Operation, but whose content is provided by the previous Sync
Operation. The unchanged entries not identified as being present are
deleted fromthe client content. They had been either del eted,

nmoved, or otherw se scoped-out fromthe content.

If refreshDel etes of syncDoneValue is TRUE, the new copy includes al
changed entries returned by the reissued Sync Qperation, as well as
all other entries of the previous copy except for those that are
identified as having been deleted fromthe content.

The client can, at sone later tine, re-poll for changes to this
synchroni zed client copy.

1.3.2. Listening for Changes (refreshAndPersi st)

Pol i ng for changes can be expensive in terns of server, client, and
network resources. The refreshAndPersist node allows for active
updat es of changed entries in the content.

By selecting the refreshAndPersi st node, the client requests that the
server send updates of entries that are changed after the initial
refresh content is determined. Instead of sending a SearchResul t Done
Message as in polling, the server sends a Sync Info Message to the
client indicating that the refresh stage is conplete and then enters
the persist stage. After receipt of this Sync Info Message, the
client will construct a synchronized copy as described in Section
1.3. 1.

The server may then send change notifications as the result of the
original Sync search request, which now remains persistent in the
server. For entries to be added to the returned content, the server
sends a SearchResultEntry (with attributes) with a Sync State Contro
indicating state add. For entries to be deleted fromthe content,
the server sends a SearchResultEntry containing no attributes and a
Sync State Control indicating state delete. For entries to be

nmodi fied in the return content, the server sends a SearchResul tEntry
(with attributes) with a Sync State Control indicating state nodify.
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Upon nodi fication of an entry, all (nodified or unnodified)
attri butes belonging to the content are sent.

Note that renaming an entry of the DIT may cause an add state change
where the entry is renaned into the content, a delete state change
where the entry is renaned out of the content, and a nodify state
change where the entry remains in the content. Al so note that a
nmodi fication of an entry of the DIT may cause an add, delete, or
nodi fy state change to the content.

Upon recei pt of a change notification, the client updates its copy of
t he content.

If the server desires to update the syncCookie during the persist
stage, it may include the syncCookie in any Sync State Control or
Sync I nfo Message returned.

The operation persists until canceled [RFC3909] by the client or
termnated by the server. A Sync Done Control shall be attached to
Sear chResul t Done Message to provi de a new syncCooki e.

1.4. Conventions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14 [ RFC2119].

Protocol elenents are described using ASN.1 [ X.680] with inplicit
tags. The term "BER-encoded" neans the elenent is to be encoded
usi ng the Basic Encoding Rules [ X 690] under the restrictions
detailed in Section 5.1 of [RFC4511].

2. Elenents of the Sync Qperation

The Sync Operation is defined as an extension to the LDAP Search
Qperation [ RFC4511] where the directory user agent (DUA or client)
subm ts a SearchRequest Message with a Sync Request Control and the
directory system agent (DSA or server) responds with zero or nore
SearchResul tEntry Messages, each with a Sync State Control; zero or
nore Sear chResul t Ref erence Messages, each with a Sync State Control
zero or nore Sync Info Internedi ate Response Messages; and a

Sear chResul t Done Message with a Sync Done Control

To allow clients to discover support for this operation, servers

i npl ementing this operation SHOULD publish 1.3.6.1.4.1.4203.1.9.1.1
as a value of the ’"supportedControl’ attribute [RFC4512] of the root
DSA-specific entry (DSE). A server MAY choose to advertise this
extension only when the client is authorized to use it.
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2.1. Commpn ASN. 1 El enents
2.1.1. syncUU D

The syncUUI D data type is an OCTET STRING hol ding a 128-bit
(16-octet) Universally Unique lIdentifier (UUD) [UUD.

syncUUI D :: = OCTET STRI NG ( SI ZE(16))
-- constrained to UU D

2.1.2. syncCookie

The syncCookie is a notational convenience to indicate that, while
the syncCooki e type is encoded as an OCTET STRING its value is an
opaque val ue containing infornmati on about the synchroni zati on session
and its state. Generally, the session information would include a
hash of the operation paraneters that the server requires not be
changed and the synchroni zation state information would include a
commt (Il og) sequence nunber, a change sequence nunber, or a tine
stanp. For conveni ence of description, the term"no cookie" refers
either to a null cookie or to a cookie with pre-initialized
synchroni zati on state.

syncCooki e ::= OCTET STRI NG
2.2. Sync Request Contro

The Sync Request Control is an LDAP Control [RFC4511] where the
control Type is the object identifier 1.3.6.1.4.1.4203.1.9.1.1 and the
control Val ue, an OCTET STRING contains a BER- encoded

syncRequest Value. The criticality field is either TRUE or FALSE.

syncRequest Val ue :: = SEQUENCE {
node ENUMERATED {
-- 0 unused
refreshOnly (1),

-- 2 reserved

ref reshAndPer si st (3)
b
cooki e syncCooki e OPTI ONAL,
rel oadH nt BOOLEAN DEFAULT FALSE

}

The Sync Request Control is only applicable to the SearchRequest
Message.
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2.3. Sync State Control

The Sync State Control is an LDAP Control [RFC4511] where the

control Type is the object identifier 1.3.6.1.4.1.4203.1.9.1.2 and the
control Val ue, an OCTET STRING contains a BER- encoded syncSt at eVal ue.
The criticality is FALSE.

syncSt at eVal ue :: = SEQUENCE {
stat e ENUMERATED {
present (0),
add (1),
nodi fy (2),
delete (3)
|
entryUul D syncUUI D,
cooki e syncCooki e OPTI ONAL
}

The Sync State Control is only applicable to SearchResultEntry and
Sear chResul t Ref erence Messages.

2.4. Sync Done Control

The Sync Done Control is an LDAP Control [RFC4511] where the

control Type is the object identifier 1.3.6.1.4.1.4203.1.9.1.3 and the
control Val ue contai ns a BER-encoded syncDoneValue. The criticality
is FALSE (and hence absent).

syncDoneVal ue ::= SEQUENCE ({
cooki e syncCooki e OPTI ONAL,
refreshDel etes BOCLEAN DEFAULT FALSE
}

The Sync Done Control is only applicable to the SearchResul t Done
Message.
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2.5. Sync Info Message

The Sync Info Message is an LDAP Internedi ate Response Message

[ RFC4511] where responseNane is the object identifier
1.3.6.1.4.1.4203.1.9.1. 4 and responseVal ue contai ns a BER-encoded
synclnfoValue. The criticality is FALSE (and hence absent).

syncl nfoVal ue ::= CHO CE {
newcooki e [ 0] syncCooki e,
refreshDel ete [1] SEQUENCE ({
cooki e syncCooki e OPTI ONAL,
ref reshDone BOOLEAN DEFAULT TRUE
|
refreshPresent [2] SEQUENCE {
cooki e syncCooki e OPTI ONAL,
ref reshDone BOOLEAN DEFAULT TRUE
|
syncl dSet [ 3] SEQUENCE ({
cooki e syncCooki e OPTI ONAL,
ref reshDel et es BOOLEAN DEFAULT FALSE,
syncUUl Ds SET OF syncUU D
}

}
2.6. Sync Result Codes

The followi ng LDAP resultCode [ RFC4511] is defined:
e- syncRef reshRequi red (4096)
3. Content Synchronization

The Sync Operation is invoked when the client sends a SearchRequest
Message with a Sync Request Contr ol

The absence of a cookie or an initialized synchronization state in a
cooki e indicates a request for initial content, while the presence of
a cookie representing a state of a client copy indicates a request
for a content update. Synchronization Sessions are discussed in
Section 3.1. Content Determination is discussed in Section 3.2.

The node is either refreshOnly or refreshAndPersist. The refreshOnly
and refreshAndPersi st nbdes are discussed in Sections 3.3 and 3. 4,
respectively. The refreshOnly node consists only of a refresh stage,
whil e the refreshAndPersi st node consists of a refresh stage and a
subsequent persist stage.
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3.1. Synchronization Session

A sequence of Sync Operations where the last cookie returned by the
server for one operation is provided by the client in the next
operation is said to belong to the sane Synchroni zati on Sessi on.

The client MJST specify the sane content-controlling paranmeters (see
Section 3.5) in each Search Request of the session. The client
SHOULD al so i ssue each Sync request of a session under the sane

aut henti cati on and authorizati on associ ati ons wi th equival ent
integrity and protections. |If the server does not recognize the
request cookie or the request is made under different associations or
non- equi val ent protections, the server SHALL return the initia
content as if no cookie had been provided or return an enpty content
with the e-syncRefreshRequired LDAP result code. The decision
between the return of the initial content and the return of the enpty
content with the e-syncRefreshRequired result code MAY be based on
reloadHint in the Sync Request Control fromthe client. |If the
server recogni zes the request cookie as representing enpty or initial
synchroni zati on state of the client copy, the server SHALL return the
initial content.

A Synchroni zation Session may span nmultiple LDAP sessions between the
client and the server. The client SHOULD i ssue each Sync request of
a session to the sane server. (Note: Shadow ng considerations are

di scussed in Section 6.)

3.2. Content Determ nation

The content to be provided is deternined by paraneters of the Search
Request, as described in [ RFC4511], and possibly other controls. The
sane content parameters SHOULD be used in each Sync request of a
session. |If different content is requested and the server is
unwi I ling or unable to process the request, the server SHALL return
the initial content as if no cooki e had been provided or return an
enpty content with the e-syncRefreshRequired LDAP result code. The
deci sion between the return of the initial content and the return of
the enpty content with the e-syncRefreshRequired result code MAY be
based on reloadH nt in the Sync Request Control fromthe client.

The content may not necessarily include all entries or references
that woul d be returned by a normal search operation, nor, for those
entries included, all attributes returned by a nornal search. Wen
the server is unwilling or unable to provide synchronization for any
attribute for a set of entries, the server MIST treat all filter
conmponent s mat chi ng agai nst these attributes as Undefined and MJST
NOT return these attributes in SearchResultEntry responses.
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Servers SHOULD support synchronization for all non-collective user-
application attributes for all entries.

The server may al so return continuation references to other servers
or toitself. The latter is allowed as the server may partition the
entries it holds into separate synchroni zati on contexts.

The client may chase all or sone of these continuations, each as a
separate content synchroni zati on session

3.3. refreshOnly Mode

A Sync request with node refreshOnly and with no cookie is a poll for
initial content. A Sync request with node refreshOnly and with a
cooki e representing a synchroni zation state is a poll for content
updat e.

3.3. 1. Initial Content Poll

Upon receipt of the request, the server provides the initial content
using a set of zero or nore SearchResultEntry and

Sear chResul t Ref erence Messages foll owed by a SearchResul t Done
Message.

Each SearchResultEntry Message SHALL include a Sync State Control of
state add, an entryUU D containing the entry’s UU D, and no cooki e.
Each SearchResul t Ref erence Message SHALL include a Sync State Contro
of state add, an entryUU D containing the UU D associated with the
reference (normally the UUI D of the associated naned referra

[ RFC3296] object), and no cookie. The SearchResul t Done Message SHALL
i nclude a Sync Done Control having refreshDel etes set to FALSE

A resul t Code val ue of success indicates that the operation
successfully conpleted. Oherwi se, the result code indicates the
nature of the failure. The server may return e-syncRefreshRequired
result code on the initial content poll if it is safe to do so when
it is unable to performthe operation due to various reasons.
reloadHint is set to FALSE in the SearchRequest Message requesting
the initial content poll.

If the operation is successful, a cookie representing the
synchroni zati on state of the current client copy SHOULD be returned
for use in subsequent Sync Operations.

3.3.2. Content Update Pol

Upon receipt of the request, the server provides the content refresh
using a set of zero or nore SearchResultEntry and
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Sear chResul t Ref erence Messages foll owed by a SearchResul t Done
Message.

The server is REQUI RED to:

a) provide the sequence of nessages necessary for eventua
convergence of the client’s copy of the content to the server’s

copy,

b) treat the request as an initial content request (e.g., ignore
t he cookie or the synchronization state represented in the
cooki e),

c) indicate that the increnmental convergence is not possible by
returning e-syncRefreshRequired,

d) return a resultCode other than success or e-
syncRef reshRequi r ed.

A Sync Operation may consist of a single present phase, a single
del ete phase, or a present phase followed by a del ete phase.

In each phase, for each entry or reference that has been added to the
content or been changed since the previous Sync Qperation indicated
by the cookie, the server returns a SearchResultEntry or

Sear chResul t Ref erence Message, respectively, each with a Sync State
Control consisting of state add, an entryUU D contai ning the UU D of
the entry or reference, and no cookie. Each SearchResultEntry
Message represents the current state of a changed entry. Each

Sear chResul t Ref erence Message represents the current state of a
changed r ef erence.

In the present phase, for each entry that has not been changed since
the previous Sync Qperation, an enpty SearchResultEntry is returned
whose objectNarme reflects the entry’s current DN, whose attributes
field is enpty, and whose Sync State Control consists of state
present, an entryUUI D containing the UU D of the entry, and no
cookie. For each reference that has not been changed since the

previ ous Sync Operation, an enpty SearchResul t Ref erence containing an
enpty SEQUENCE OF LDAPURL is returned with a Sync State Contro

consi sting of state present, an entryUU D containing the UU D of the
entry, and no cookie. No nessages are sent for entries or references
that are no longer in the content.

Miultiple enmpty entries with a Sync State Control of state present
SHOULD be coal esced into one or nore Sync I nfo Messages of syncl dSet
value with refreshDel etes set to FALSE. syncUU Ds contain a set of
UUI Ds of the entries and references unchanged since the last Sync
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Qperation. syncUUI Ds may be enpty. The Sync Info Message of
syncl dSet may contain a cookie to represent the state of the content
after performng the synchronization of the entries in the set.

In the del ete phase, for each entry no longer in the content, the
server returns a SearchResultEntry whose objectNanme reflects a past
DN of the entry or is enpty, whose attributes field is enpty, and
whose Sync State Control consists of state delete, an entryUU D
containing the UU D of the deleted entry, and no cookie. For each
reference no longer in the content, a SearchResult Reference
containing an enpty SEQUENCE OF LDAPURL is returned with a Sync State
Control consisting of state delete, an entryUUl D containing the UU D
of the deleted reference, and no cookie.

Multiple enpty entries with a Sync State Control of state delete
SHOULD be coal esced into one or nore Sync I nfo Messages of syncl dSet
value with refreshDeletes set to TRUE. syncUU Ds contain a set of
UUI Ds of the entries and references that have been deleted fromthe
content since the last Sync Operation. syncUUI Ds nay be enpty. The
Sync Info Message of syncldSet may contain a cookie to represent the
state of the content after perform ng the synchronization of the
entries in the set.

When a present phase is followed by a delete phase, the two phases
are delinmted by a Sync Info Message contai ni ng syncl nf oval ue of
refreshPresent, which may contain a cookie representing the state
after conpleting the present phase. The refreshPresent contains
refreshDone, which is always FALSE in the refreshOnly node of Sync
Operation because it is followed by a del ete phase.

If a Sync Qperation consists of a single phase, each phase and hence
the Sync Operation are marked as ended by a SearchResul t Done Message
with Sync Done Control, which SHOULD contain a cookie representing
the state of the content after conpleting the Sync Qperation. The
Sync Done Control contains refreshDeletes, which is set to FALSE for
the present phase and set to TRUE for the del ete phase.

If a Sync Qperation consists of a present phase followed by a delete
phase, the Sync Operation is marked as ended at the end of the delete
phase by a SearchResul t Done Message with Sync Done Control, which
SHOULD contain a cookie representing the state of the content after
conmpl eting the Sync Operation. The Sync Done Control contains
refreshDel etes, which is set to TRUE

The client can specify whether it prefers to receive an initial
content by supplying reloadHi nt of TRUE or to receive a e-
syncRefreshRequi red resul t Code by supplying rel oadH nt of FALSE
(hence absent), in the case that the server deternmines that it is
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i npossible or inefficient to achieve the eventual convergence by
continuing the current increnental synchronization thread.

A resul t Code val ue of success indicates that the operation is
successfully conpleted. A resultCode val ue of e-syncRefreshRequired
indicates that a full or partial refresh is needed. Qherwi se, the
result code indicates the nature of failure. A cookie is provided in
the Sync Done Control for use in subsequent Sync Operations for

i ncrenental synchronization.

3.4. refreshAndPersi st Mdde

A Sync request with node refreshAndPersist asks for initial content
or content update (during the refresh stage) followed by change
notifications (during the persist stage).

3.4.1. refresh Stage

The content refresh is provided as described in Section 3.3, except
that the successful conpletion of content refresh is indicated by
sending a Sync Info Message of refreshDelete or refreshPresent with a
refreshDone val ue set to TRUE i nstead of a SearchResul t Done Message
with result Code success. A cookie SHOULD be returned in the Sync
Info Message to represent the state of the content after finishing
the refresh stage of the Sync Operation

3.4.2. persist Stage
Change notifications are provided during the persist stage.

As updates are made to the DIT, the server notifies the client of
changes to the content. DIT updates nay cause entries and references
to be added to the content, deleted fromthe content, or nodified
within the content. DI T updates may al so cause references to be
added, deleted, or nodified within the content.

Wiere DI T updates cause an entry to be added to the content, the
server provides a SearchResultEntry Message that represents the entry
as it appears in the content. The nmessage SHALL include a Sync State
Control with state of add, an entryUUl D containing the entry’'s UU D,
and an optional cookie.

Wiere DI T updates cause a reference to be added to the content, the
server provides a SearchResult Ref erence Message that represents the
reference in the content. The nessage SHALL include a Sync State
Control with state of add, an entryUU D containing the UU D
associated with the reference, and an optional cookie.
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Where DI T updates cause an entry to be nodified within the content,
the server provides a SearchResultEntry Message that represents the
entry as it appears in the content. The nessage SHALL include a Sync
State Control with state of nodify, an entryUUl D containing the
entry’s UUI D, and an optional cookie.

Where DI T updates cause a reference to be nodified within the
content, the server provides a SearchResult Ref erence Message t hat
represents the reference in the content. The nessage SHALL include a
Sync State Control with state of nodify, an entryUU D containing the
UUI D associated with the reference, and an optional cooki e.

Where DI T updates cause an entry to be deleted fromthe content, the
server provides a SearchResultEntry Message with no attributes. The
nmessage SHALL include a Sync State Control with state of delete, an
entryUUI D containing the entry’s UUI D, and an optional cookie.

Where DI T updates cause a reference to be deleted fromthe content,
the server provides a SearchResul t Ref erence Message with an enpty
SEQUENCE OF LDAPURL. The nessage SHALL include a Sync State Contro
with state of delete, an entryUU D containing the UU D associ at ed
with the reference, and an optional cookie.

Multiple enpty entries with a Sync State Control of state delete
SHOULD be coal esced into one or nore Sync I nfo Messages of syncl dSet
value with refreshDel etes set to TRUE. syncUU Ds contain a set of

UUI Ds of the entries and references that have been deleted fromthe
content. The Sync Info Message of syncldSet may contain a cookie to
represent the state of the content after performng the

synchroni zation of the entries in the set.

Wth each of these nessages, the server may provide a new cookie to
be used in subsequent Sync Operations. Additionally, the server may
al so return Sync I nfo Messages of choi ce newCookie to provide a new
cookie. The client SHOULD use the newest (last) cookie it received
fromthe server in subsequent Sync Operations.

3.5. Search Request Paraneters
As stated in Section 3.1, the client SHOULD specify the sane
content-controlling paraneters in each Search Request of the session

Al'l fields of the SearchRequest Message are consi dered content-
controlling paraneters except for sizeLimt and tinmeLimt.
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3.5.1. base(ject

As with the normal search operation, the refresh and persist stages
are not isolated fromD T changes. It is possible that the entry
referred to by the baseObject is deleted, renaned, or nmoved. It is
al so possible that the alias object used in finding the entry
referred to by the baseObject is changed such that the basebject
refers to a different entry.

If the DIT is updated during processing of the Sync Qperation in a
manner that causes the baseCbject no |onger to refer to any entry or
in a manner that changes the entry the baseCbject refers to, the
server SHALL return an appropriate non-success result code, such as
noSuchObj ect, aliasProblem aliasDereferencingProblem referral, or
e- syncRef reshRequi r ed.

3.5.2. derefAliases

This operation does not support alias dereferencing during searching.
The client SHALL specify neverDerefAliases or derefFi ndi ngBaseGbj for
the SearchRequest deref Aliases paraneter. The server SHALL treat

ot her values (e.g., dereflnSearching, derefA ways) as protocol
errors.

3.5.3. sizeLimt

The sizeLimt applies only to entries (regardless of their state in
Sync State Control) returned during the refreshOnly operation or the
refresh stage of the refreshAndPersi st operation

3.5.4. tinmeLimt

For a refreshOnly Sync Operation, the tineLimt applies to the whole
operation. For a refreshAndPersist operation, the tineLimt applies
only to the refresh stage including the generation of the Sync Info

Message with a refreshDone val ue of TRUE.

3.5.5. filter
The client SHOULD avoid filter assertions that apply to the val ues of
the attributes likely to be considered by the server as ones hol ding
nmeta-i nfornmati on. See Section 4.

3.6. object Nane
The Sync Operation uses entryUU D val ues provided in the Sync State

Control as the primary keys to entries. The client MJST use these
entryUUl Ds to correl ate synchroni zati on nessages.
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In sone circunstances, the DN returned nmay not reflect the entry’s
current DN. In particular, when the entry is being deleted fromthe
content, the server nay provide an enpty DN if the server does not

wi sh to disclose the entry’'s current DN (or, if deleted fromthe DT,
the entry’s | ast DN).

Also note that the entry’s DN may be viewed as neta information (see
Section 4.1).

3.7. Canceling the Sync Qperation

Servers MJST inplenment the LDAP Cancel [RFC3909] Operation and
support cancell ation of outstanding Sync Operations as descri bed
her e.

To cancel an outstanding Sync Operation, the client issues an LDAP
Cancel [RFC3909] Operati on.

If at any tinme the server becones unwilling or unable to continue
processing a Sync Operation, the server SHALL return a

Sear chResul t Done wi th a non-success resultCode indicating the reason
for the term nation of the operation

Whet her the client or the server initiated the ternination, the
server may provide a cookie in the Sync Done Control for use in
subsequent Sync Operati ons.

3.8. Refresh Required

In order to achi eve the eventual|ly-convergent synchronization, the
server may terninate the Sync Operation in the refresh or persist
stages by returning an e-syncRefreshRequired resultCode to the
client. |If no cookie is provided, a full refresh is needed. |If a
cooki e representing a synchronization state is provided in this
response, an increnmental refresh is needed.

To obtain a full refresh, the client then i ssues a new
synchroni zati on request with no cookie. To obtain an increnenta
rel oad, the client issues a new synchronization with the provided
cooki e.

The server may choose to provide a full copy in the refresh stage
(e.g., ignore the cookie or the synchronization state represented in
the cookie) instead of providing an increnental refresh in order to
achi eve the eventual convergence.
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The deci sion between the return of the initial content and the return
of the e-syncRefreshRequired result code may be based on rel oadH nt
in the Sync Request Control fromthe client.

In the case of persist stage Sync, the server returns the resultCode
of e-syncRefreshRequired to the client to indicate that the client
needs to issue a new Sync Qperation in order to obtain a synchronized
copy of the content. |If no cookie is provided, a full refresh is
needed. |f a cookie representing a synchronization state is
provided, an incremental refresh is needed.

The server may also return e-syncRefreshRequired if it deternines
that a refresh woul d be nore efficient than sending all the nessages
required for convergence.

Note that the client may receive one or nore of SearchResultEntry,
Sear chResul t Ref erence, and/or Sync Info Messages before it receives a
Sear chResul t Done Message with the e-syncRefreshRequired result code.

3.9. Chattiness Considerations

The server MJST ensure that the nunber of entry nmessages generated to
refresh the client content does not exceed the nunber of entries
presently in the content. Wile there is no requirenment for servers
to maintain history information, if the server has sufficient history
to allowit to reliably determ ne which entries in the prior client
copy are no longer present in the content and the number of such
entries is less than or equal to the nunber of unchanged entries, the
server SHOULD generate delete entry nessages instead of present entry
nmessages (see Section 3.3.2).

When t he amount of history information naintained in the server is
not enough for the clients to performinfrequent refreshOnly Sync
Qperations, it is likely that the server has inconplete history
information (e.g., due to truncation) by the time those clients
connect agai n.

The server SHOULD NOT resort to full reload when the history
information is not enough to generate delete entry messages. The
server SHOULD generate either present entry nmessages only or present
entry nmessages followed by delete entry nessages to bring the client
copy to the current state. 1In the latter case, the present entry
nmessages bring the client copy to a state covered by the history

i nformati on maintained in the server

The server SHOULD nmi ntain enough (current or historical) state

i nformation (such as a context-wi de last nodify tinme stanp) to
determ ne if no changes were nade in the context since the content
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refresh was provi ded and, when no changes were nmade, generate zero
del ete entry nmessages instead of present nessages.

The server SHOULD NOT use the history infornmation when its use does
not reduce the synchronization traffic or when its use can expose
sensitive information not allowed to be received by the client.

The server inplenmentor should al so consider chattiness issues that
span nmultiple Sync Operations of a session. As noted in Section 3.8,
the server may return e-syncRefreshRequired if it determnes that a
rel oad would be nore efficient than continuing under the current
operation. |If reloadHint in the Sync Request is TRUE, the server may
initiate a reload without directing the client to request a rel oad.

The server SHOULD transfer a new cookie frequently to avoid having to
transfer information already provided to the client. Even where DIT
changes do not cause content synchroni zati on changes to be
transferred, it nmay be advantageous to provide a new cookie using a
Sync Info Message. However, the server SHOULD avoi d overl oadi ng the
client or network with Sync Info Messages.

During persist node, the server SHOULD coal esce multipl e outstandi ng
nmessages updating the same entry. The server MAY del ay generation of
an entry update in anticipation of subsequent changes to that entry
that could be coal esced. The length of the delay should be | ong
enough to all ow coal esci ng of update requests issued back to back but
short enough that the transient inconsistency induced by the delay is
corrected in a tinmely manner

The server SHOULD use the syncldSet Sync Info Message when there are
mul tiple delete or present nessages to reduce the amount of
synchroni zation traffic.

Also note that there may be nany clients interested in a particular
directory change, and that servers attenpting to service all of these
at once may cause congestion on the network. The congestion issues
are magni fi ed when the change requires a large transfer to each
interested client. |Inplenentors and depl oyers of servers shoul d take
steps to prevent and nmanage network congestion

3.10. Operation Miltiplexing

The LDAP protocol nodel [RFC4511] allows operations to be nultiplexed
over a single LDAP session. Cients SHOULD NOT maintain nultiple
LDAP sessions with the sane server. Servers SHOULD ensure that
responses from concurrently processed operations are interleaved
fairly.
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Clients SHOULD conbi ne Sync Operations whose result set is largely
over | apping. This avoids having to return multiple nmessages, once
for each overl appi ng session, for changes to entries in the overl ap.

Cients SHOULD NOT conbi ne Sync Operations whose result sets are

| argely non-overlapping. This ensures that an event requiring an
e-syncRefreshRequired response can be linmited to as few result sets
as possi bl e.

4, Meta Information Considerations
4.1. Entry DN

As an entry’'s DN is constructed fromits relative DN (RDN) and the
entry’s parent’s DN, it is often viewed as neta information

While renaming or noving to a new superior causes the entry’s DNto
change, that change SHOULD NOT, by itself, cause synchroni zation
nmessages to be sent for that entry. However, if the renanmi ng or the
novi ng could cause the entry to be added or deleted fromthe content,
appropriate synchroni zati on messages should be generated to indicate
this to the client.

When a server treats the entry’s DN as neta information, the server
SHALL either

- evaluate all Matchi ngRul eAssertions [ RFC4511] to TRUE if
mat ching a value of an attribute of the entry, otherw se
Undefi ned, or

- evaluate all Mtchi ngRul eAssertion with dnAttributes of TRUE as
Undefi ned.

The latter choice is offered for ease of server inplenentation.

4.2. Operational Attributes
Where val ues of an operational attribute are determni ned by val ues not
hel d as part of the entry it appears in, the operational attribute
SHOULD NOT support synchronization of that operational attribute.
For exanple, in servers that inplenment the X 501 subschema node
[ X. 501], servers should not support synchronization of the

subschemaSubentry attribute as its value is determ ned by val ues held
and administrated in subschema subentries.
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As a counter exanple, servers that inplenment aliases [ RFC4512][ X. 501]
can support synchroni zation of the aliasedObjectNane attribute as its
val ues are held and adninistrated as part of the alias entries.

Servers SHOULD support synchroni zation of the foll owi ng operational
attributes: createTi nestanp, nodifyTi nestanp, creatorsNane,
nodi fi ersNane [ RFC4512]. Servers MAY support synchroni zation of

ot her operational attributes.

4.3. Collective Attributes

A collective attribute is "a user attribute whose values are the same
for each nenber of an entry collection" [X 501]. Use of collective
attributes in LDAP is discussed in [RFC3671].

Modi fication of a collective attribute generally affects the content
of nultiple entries, which are the nenbers of the collection. It is
inefficient to include values of collective attributes visible in
entries of the collection, as a single nodification of a collective
attribute requires transmi ssion of nultiple SearchResultEntry (one
for each entry of the collection that the nodification affected).

Servers SHOULD NOT synchronize collective attributes appearing in
entries of any collection. Servers MAY support synchronization of
collective attributes appearing in collective attribute subentri es.

4.4. Access and O her Adm nistrative Controls

Entries are comopnly subject to access and other adm nistrative
Controls. Wiile portions of the policy information governing a
particular entry may be held in the entry, policy information is
often held el sewhere (in superior entries, in subentries, in the root
DSE, in configuration files, etc.). Because of this, changes to
policy information make it difficult to ensure eventual convergence
during increnmental synchronization.

Where it is inpractical or infeasible to generate content changes
resulting froma change to policy information, servers nmay opt to
return e-syncRefreshRequired or to treat the Sync Operation as an
initial content request (e.g., ignore the cookie or the
synchroni zation state represented in the cookie).

5. Interaction with Oher Controls
The Sync Operation may be used with:

- ManageDsal T Control [RFC3296]

Zei l enga & Choi Experi nment al [ Page 23]



RFC 4533 LDAP Content Synchroni zation Operation June 2006

- Subentries Control [RFC3672]

as described below. The Sync Operation nmay be used with other LDAP
extensi ons as detailed in other docunents.

5.1. ManageDsal T Control

The ManageDsal T Control [RFC3296] indicates that the operation acts
upon the DSA Information Tree and causes referral and other speci al
entries to be treated as object entries with respect to the
operati on.

5.2. Subentries Control

The Subentries Control is used with the search operation "to contro
the visibility of entries and subentries which are within scope”

[ RFC3672] . When used with the Sync Operation, the subentries contro
and other factors (search scope, filter, etc.) are used to determ ne
whet her an entry or subentry appears in the content.

6. Shadowi ng Consi derations

As noted in [RFC4511], sone servers may hol d shadow copies of entries
that can be used to answer search and conpari son queries. Such
servers may al so support content synchronization requests. This
section di scusses considerations for inplenentors and depl oyers for
the inplenentation and depl oynment of the Sync operation in shadowed
directories.

While a client may know of multiple servers that are equally capable
of being used to obtain particular directory content from a client
SHOULD NOT assume that each of these servers is equally capabl e of
continuing a content synchronization session. As stated in Section
3.1, the client SHOULD i ssue each Sync request of a Sync session to
t he sanme server.

However, through donain naming or |IP address redirection or other
techni ques, multiple physical servers can be nade to appear as one

| ogical server to a client. Only servers that are equally capable in
regards to their support for the Sync operation and that hold equally
conpl ete copies of the entries should be nade to appear as one

| ogical server. |In particular, each physical server acting as one

| ogi cal server SHOULD be equal |y capabl e of continuing a content
synchroni zati on based upon cooki es provided by any of the other

physi cal servers without requiring a full reload. Because there is
no standard LDAP shadowi ng nechani sm the specification of how to

i ndependently inplenent equally capable servers (as well as the
precise definition of "equally capable") is left to future docunents.
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Note that it may be difficult for the server to reliably determ ne
what content was provided to the client by another server, especially
in the shadowi ng environments that allow shadowi ng events to be

coal esced. For these servers, the use of the del ete phase di scussed
in Section 3.3.2 may not be applicabl e.

7. Security Considerations

In order to maintain a synchroni zed copy of the content, a client is
to delete information fromits copy of the content as descri bed
above. However, the client may maintain know edge of information
disclosed to it by the server separate fromits copy of the content
used for synchronization. Mnagenent of this know edge is beyond the
scope of this docunent. Servers should be careful not to disclose
information for content the client is not authorized to have

know edge of and/or about.

While the informati on provided by a series of refreshOnly Sync
Qperations is sinmlar to that provided by a series of Search
Operations, persist stage may disclose additional information. A
client may be able to discern information about the particul ar
sequence of update operations that caused content change.

| mpl enmentors shoul d take precautions agai nst nalicious cookie
content, including nalfornmed cookies or valid cookies used with
different security associations and/or protections in an attenpt to
obtai n unaut hori zed access to information. Servers nay include a
digital signature in the cookie to detect tanpering.

The operation may be the target of direct denial-of-service attacks.

| mpl enment ors shoul d provide safeguards to ensure the operation is not
abused. Servers may place access control or other restrictions upon
the use of this operation

Note that even small updates to the directory may cause a significant
amount of traffic to be generated to clients using this operation. A
user could abuse its update privileges to nount an indirect denial of
service to these clients, other clients, and/or portions of the
network. Servers should provide safeguards to ensure that update
operations are not abused.

| mpl enmentors of this (or any) LDAP extension should be familiar with
general LDAP security considerations [ RFC4510].
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8. | ANA Consi derati ons

Regi stration of the follow ng val ues have been conpleted by the | ANA
[ RFC4520] .

8.1. nject ldentifier

The O Darc 1.3.6.1.4.1.4203.1.9.1 was assigned [ASSIGN] by the
OpenLDAP Foundation, under its | ANA-assigned private enterprise
al l ocation [PRIVATE], for use in this specification.

8.2. LDAP Protocol Mechani sm

The | ANA has registered the LDAP Protocol Mechani sm described in this
docunent .

Subj ect: Request for LDAP Protocol Mechani sm Registration

oject ldentifier: 1.3.6.1.4.1.4203.1.9.1.1

Description: LDAP Content Synchronization Control

Person & email address to contact for further information:
Kurt Zeil enga <kurt @penl dap. or g>

Usage: Contr ol

Speci fication: RFC 4533

Aut hor/ Change Controller: Kurt D. Zeilenga, Jong Hyuk Choi

Comment s: none

8.3. LDAP Result Codes

The | ANA has registered the LDAP Result Code described in this
docunent .

Subj ect: LDAP Result Code Registration

Person & email address to contact for further information:
Kurt Zeil enga <kurt @penLDAP. or g>

Result Code Nane: e-syncRefreshRequired (4096)

Speci fication: RFC 4533

Aut hor/ Change Controller: Kurt D. Zeilenga, Jong Hyuk Choi

Comments: none
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Appendi x A,  CSN-based | npl enentati on Consi derations

Thi s appendi x is provided for informational purposes only; it is not
a normative part of the LDAP Content Synchronization Qperation's
techni cal specification

Thi s appendi x di scusses LDAP Content Synchroni zati on Operation server
i npl ement ati on consi derati ons associ ated with Change Sequence Numnber
based approaches.

Change Sequence Nunmber based approaches are targeted for use in
servers that do not nmaintain history information (e.g., change | ogs,
state snapshots) about changes nade to the Directory and hence, nust
rely on current directory state and minimal synchroni zation state

i nformati on enbedded in Sync Cookie. Servers that maintain history

i nformati on shoul d consi der other approaches that exploit the history
i nformati on.

A Change Sequence Nunber is effectively a tinme stanp that has
sufficient granularity to ensure that the precedence relationship in
time of two updates to the same object can be determ ned. Change
Sequence Nunbers are not to be confused with Commit Sequence Nunbers
or Conmit Log Record Numbers. A Commit Sequence Nunber allows one to
determ ne how two conmits (to the sanme object or different objects)
relate to each other in time. A Change Sequence Nunber associ at ed
with different entries may be conmitted out of order. In the

remai nder of this Appendix, the term CSN refers to a Change Sequence
Nurber .

In these approaches, the server not only nmaintains a CSN for each
directory entry (the entry CSN) but al so nmaintains a value that we
will call the context CSN. The context CSNis the greatest conmitted
entry CSN that is not greater than any outstanding (unconmitted)
entry CSNs for all entries in a directory context. The val ues of
context CSN are used in syncCooki e values as synchroni zation state

i ndi cat ors.

As search operations are not isolated fromindividual directory
updat e operations and individual update operations cannot be assuned
to be serialized, one cannot assune that the returned content

i ncor porates each rel evant change whose change sequence nunber is

Il ess than or equal to the greatest entry CSN in the content. The
content incorporates all the rel evant changes whose change sequence
nunbers are |l ess than or equal to context CSN before search
processing. The content nay al so incorporate any subset of the
changes whose change sequence nunber is greater than context CSN

bef ore search processing but |ess than or equal to the context CSN
after search processing. The content does not incorporate any of the
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changes whose CSN is greater than the context CSN after search
processi ng.

A sinple server inplenentation could use the value of the context CSN
bef ore search processing to indicate state. Such an inplenmentation
woul d enbed this value into each SyncCookie returned. W’IIl cal

this the cookie CSN. Wen a refresh was requested, the server would
sinply generate "update" nessages for all entries in the content
whose CSN is greater than the supplied cookie CSN and generate
"present" nessages for all other entries in the content. However, if
the current context CSN is the same as the cookie CSN, the server
shoul d i nstead generate zero "updates" and zero "del ete" nessages and
indicate a refreshDel etes of TRUE, as the directory has not changed.

The i npl enentation should al so consider the inpact of changes to neta
i nformati on, such as access controls, that affect content

determ nation. One approach is for the server to naintain a
context-wide neta information CSN or neta CSN. This meta CSN woul d
be updated whenever neta information affecting content determ nation
was changed. |f the value of the meta CSN is greater than the cookie
CSN, the server should ignore the cookie and treat the request as an
initial request for content.

Additionally, servers may want to consi der maintaining some per-
session history information to reduce the nunber of nessages needed
to be transferred during increnental refreshes. Specifically, a
server could record informati on about entries as they | eave the scope
of a di sconnected sync session and |ater use this information to
generate del ete nessages instead of present nessages.

When the history information is truncated, the CSN of the |atest
truncated history information entry may be recorded as the truncated
CSN of the history information. The truncated CSN nay be used to
determ ne whether a client copy can be covered by the history

i nformation by conmparing it to the synchronization state contained in
the cookie supplied by the client.

Wien there is a | arge nunber of sessions, it may nmake sense to

mai ntai n such history only for the selected clients. Also, servers

taking this approach need to consider resource consunption issues to
ensure reasonabl e server operation and to protect against abuse. It
may be appropriate to restrict this node of operation by policy.

Zei l enga & Choi Experi nment al [ Page 30]



RFC 4533 LDAP Content Synchroni zation Operation June 2006

Aut hor s’ Addresses

Kurt D. Zeil enga
OpenLDAP Foundati on

EMai | : Kurt @penLDAP. or g
Jong Hyuk Choi
| BM Cor por ati on

EMai | : j ongchoi @is. i bm com

Zei l enga & Choi Experi nment al [ Page 31]



RFC 4533 LDAP Content Synchroni zation Operation June 2006

Ful I Copyright Statenent
Copyright (C The Internet Society (2006).

This docunent is subject to the rights, licenses and restrictions
contained in BCP 78 and at www. rfc-editor.org/copyright.htm, and
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