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Abstract

Thi s docunment describes Linux Netlink, which is used in Linux both as
an intra-kernel nessaging systemas well as between kernel and user
space. The focus of this docunment is to describe Netlink's
functionality as a protocol between a Forwardi ng Engi ne Conponent
(FEC) and a Control Plane Component (CPC), the two conponents that
define an IP service. As aresult of this focus, this docunent

i gnores other uses of Netlink, including its use as a intra-kernel
nmessagi ng system as an inter-process conmunication schene (1PC), or
as a configuration tool for other non-networking or non-IP network
services (such as decnet, etc.).

This docunent is intended as informational in the context of prior
art for the ForCES | ETF wor ki ng group.
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1. Introduction

The concept of IP Service control-forwardi ng separation was first
introduced in the early 1990s by the BSD 4.4 routing sockets [9].

The focus at that tinme was a sinmple I P(v4) forwarding service and how
the CPC, either via a conmand |ine configuration tool or a dynamic
route daenmon, could control forwarding tables for that |Pv4

f orwar di ng service.

The I P worl d has evol ved considerably since those days. Linux
Net | i nk, when observed from a service provisioning and nmanagenent
poi nt of view, takes routing sockets one step further by breaking the
barrier of focus around |IPv4 forwarding. Since the Linux 2.1 kernel,
Netlink has been providing the | P service abstraction to a few
services other than the classical RFC 1812 | Pv4 forwardi ng.
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The notivation for this docunent is not to |ist every possible
service for which Netlink is applied. In fact, we |eave out a | ot of
services (multicast routing, tunneling, policy routing, etc). Neither
is this docunent intended to be a tutorial on Netlink. The idea is
to explain the overall Netlink view with a special focus on the
mandat ory buil di ng bl ocks within the ForCES charter (i.e., |IPv4 and
QS). This docunent al so serves to capture prior art to many
nmechani sns that are useful within the context of ForCES. The text is
limted to a subset of what is available in kernel 2.4.6, the newest
kernel when this docunent was first witten. It is alsolinited to

| Pv4 functionality.

We first give sonme concept definitions and then describe how Netlink
fits in.

1.1. Definitions

A Control Plane (CP) is an execution environnment that may have
several sub-conmponents, which we refer to as CPCs. Each CPC provides
control for a different IP service being executed by a Forwarding
Engi ne (FE) conponent. This relationship nmeans that there mght be
several CPCs on a physical CP, if it is controlling several |IP
services. |In essence, the cohesion between a CP conponent and an FE
conmponent is the service abstraction.

1.1.1. Control Plane Conponents (CPCs)

Control Pl ane Conponents enconpass signalling protocols, with
diversity ranging fromdynam c routing protocols, such as OSPF [ 5],
to tag distribution protocols, such as CR-LDP [7]. C assica
managenent protocols and activities also fall under this category.
These include SNWP [6], COPS [4], and proprietary CLI/ G
configuration nechanisns. The purpose of the control plane is to
provi de an execution environnment for the above-nentioned activities
with the ultinate goal being to configure and rmanage the second

Net wor k El ement (NE) conponent: the FE. The result of the
configuration defines the way that packets traversing the FE are
treated.

1.1.2. Forwardi ng Engi ne Conponents (FECs)

The FE is the entity of the NE that incom ng packets (fromthe
network into the NE) first encounter.

The FE s service-specific conponent massages the packet to provide it
with a treatnent to achieve an | P service, as defined by the Contro
Pl ane Conponents for that IP service. Different services wll
utilize different FECs. Service nodul es may be chai ned to achieve a
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nore conpl ex service (refer to the Linux FE nodel, described |ater).
When built for providing a specific service, the FE service conponent
will adhere to a forwardi ng nodel.

1.1.2.1. Linux IP Forwardi ng Engi ne Mdel

- I +
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| +----+ RS +
I I
N \Y}
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| +----+
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S > FW|-->|Ingress|-->---> Forw |-> FW]|-> Egress | device
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The figure above shows the Linux FE nodel per device. The only
mandatory part of the datapath is the Forwardi ng nodule, which is RFC
1812 conformant. The different Firewall (FW, Ingress Traffic
Control, and Egress Traffic Control building blocks are not mandatory
in the datapath and may even be used to bypass the RFC 1812 nodul e.
These nodul es are shown as sinple blocks in the datapath but, in
fact, could be nmultiple cascaded, independent subnodules within the

i ndi cated bl ocks. Mre information can be found at [10] and [11].

Packets arriving at the ingress device first pass through a firewal
nmodul e. Packets may be dropped, nunged, etc., by the firewall
nmodul e.  The i ncom ng packet, depending on set policy, may then be
passed via an Ingress Traffic Control nodule. Metering and policing
activities are contained within the Ingress TC nodul e. Packets may
be dropped, depending on netering results and policing policies, at
this modul e. Next, the packet is subjected to the only non-optiona
nodul e, the RFC 1812-conformant Forwardi ng nodul e. The packet may be
dropped if it is nonconformant (to the many RFCs conpl ementing 1812
and 1122). This module is a juncture point at which packets destined
to the forwarding NE may be sent up to the host stack.
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Packets that are not for the NE may further traverse a policy routing
subnmodul e (within the forwarding nodule), if so provisioned. Another
firewall nodule is wal ked next. The firewall nodule can drop or
munge/ t ransf orm packets, dependi ng on the configured sub-nodul es
encountered and their policies. |If all goes well, the Egress TC
nodul e is accessed next.

The Egress TC may drop packets for policing, scheduling, congestion
control, or rate control reasons. Egress queues exist at this point
and any of the drops or delays nmay happen before or after the packet
is queued. Al is dependent on configured nodul e al gorithnms and
policies.

1.1.3. | P Services

An | P service is the treatment of an | P packet within the NE. This
treatnent is provided by a conbination of both the CPC and the FEC

The time span of the service is fromthe noment when the packet
arrives at the NE to the monent that it departs. In essence, an IP
service in this context is a Per-Hop Behavior. CP conponents running
on NEs define the end-to-end path control for a service by running
control /signaling protocol/nmanagenent-applications. These
distributed CPCs unify the end-to-end view of the IP service. As

not ed above, these CP conponents then define the behavior of the FE
(and therefore the NE) for a described packet.

A sinmple exanple of an I P service is the classical |Pv4 Forwarding.
In this case, control conponents, such as routing protocols (OSPF,
RIP, etc.) and proprietary CLI/GJ configurations, nodify the FE s
forwarding tables in order to offer the sinple service of forwarding
packets to the next hop. Traditionally, NEs offering this sinple
service are known as routers.
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In the di agram bel ow, we show a sinple FE<->CP setup to provide an
exanmpl e of the classical |IPv4 service with an extension to do sone
basi ¢ QoS egress scheduling and illustrate how the setup fits in this
descri bed nodel .

Control Plane (CP)

| //\I\/\I\/\I\\ //\I\/\I\/\I\\ |
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|\ / \_ / | |
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| e | |
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| |

I I
The above diagramillustrates ospfd, an OSPF protocol control daenon,

and a COPS Policy Enforcenment Point (PEP) as distinct CPCs. The |IPv4
FE conponent includes the | Pv4 Forwarding service nodule as well as

t he Egress Scheduling service nodule. Another service mght add a
policy forwarder between the IPv4 forwarder and the QoS egress
scheduler. A sinpler classical service would have constituted only
the 1 Pv4 forwarder

Over the years, it has becone inportant to add additional services to
routers to nmeet emerging requirenments. More conplex services
extendi ng cl assical forwardi ng have been added and standardi zed.
These newer services might go beyond the |ayer 3 contents of the
packet header. However, the nane "router", although a msnoner, is
still used to describe these NEs. Services (which may | ook beyond
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the classical L3 service headers) include firewalling, QS in

Di ffserv and RSVP, NAT, policy based routing, etc. Newer control
protocols or managenent activities are introduced with these new
servi ces.

One extrene definition of a IP service is sonething for which a
servi ce provider would be able to charge.

2. Netlink Architecture
Control of |IP service conponents is defined by using tenplates.
The FEC and CPC participate to deliver the IP service by
comuni cating using these tenplates. The FEC mi ght continuously get
updates fromthe Control Plane Conponent on how to operate the
service (e.g., for v4 forwarding or for route additions or
del etions).

The interaction between the FEC and the CPC, in the Netlink context,

defines a protocol. Netlink provides nmechanisns for the CPC
(residing in user space) and the FEC (residing in kernel space) to
have their own protocol definition -- kernel space and user space

just mean different protection domains. Therefore, a wire protocol
is needed to communi cate. The wire protocol is normally provided by
some privileged service that is able to copy between multiple
protection domains. W will refer to this service as the Netlink
service. The Netlink service can also be encapsulated in a different
transport layer, if the CPC executes on a different node than the
FEC. The FEC and CPC, using Netlink mechani snms, nmay choose to define
a reliable protocol between each other. By default, however, Netlink
provi des an unreliabl e conmunicati on.

Note that the FEC and CPC can both live in the sane nenory protection
domai n and use the connect() systemcall to create a path to the peer

and talk to each other. W will not discuss this mechanismfurther
other than to say that it is available. Throughout this docunent, we
will refer interchangeably to the FEC to nean kernel space and the

CPC to nmean user space. This denonination is not neant, however, to
restrict the two conponents to these protection domains or to the
same conput e node.

Note: Netlink allows participation in I P services by both service
conponents.
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2.1. Netlink Logical Mbdel

In the di agram bel ow we show a si npl e FEC<->CPC | ogi cal
We use the I Pv4 forwardi ng FEC (NETLI NK_ROUTE, which is discussed

further below) as an exanpl e.

Control Plane (CP)
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July 2003

rel ati onship.

Netlink logically nodels FECs and CPCs in the form of nodes

interconnected to each other via a broadcast wre.

The wire is specific to a service. The exanple above shows the
broadcast wire belonging to the extended | Pv4 forwarding service.

Nodes (CPCs or FECs as illustrated above) connect to the wire and
register to receive specific nessages. CPCs may connect to rmultiple

wires if it helps themto control the service better
(CPCs and FECs) dunp packets on the broadcast wire.

detects a mal formatted Netlink packet.

Salim et. al. | nf or mat i ona

Al'l nodes

Packets can be
di scarded by the wire if they are malforned or not specifically

formatted for the wire. Dropped packets are not seen by any of the
nodes. The Netlink service may signal an error to the sender if it
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2.

2.

2.

3.

Packets sent on the wire can be broadcast, multicast, or unicast.
FECs or CPCs register for specific nmessages of interest for
processing or just nonitoring purposes.

Appendices 1 and 2 have a high | evel overview of this interaction.
Message For mat

There are three levels to a Netlink nessage: The general Netlink
nmessage header, the IP service specific tenplate, and the IP service
speci fi c data.

0 1 2 3
01234567890123456789012345678901
T S S T S S i T Sl S S S ik T o

Net i nk nessage header

T T T S S i S S S e Tk T Sy S S S

T T T S S i S S S e Tk T Sy S S S

| P Service specific data in TLVs

+
I
|
I
|
I
I
I

+-

I

I

I

+- -+
| j

| | P Service Tenpl ate

I

+- -+
I

I

I

+-

T S S S T o S S e e T Sl S S S S i o NS

The Netlink nmessage is used to communi cate between the FEC and CPC
for paraneterization of the FECs, asynchronous event notification of
FEC events to the CPCs, and statistics querying/gathering (typically
by a CPC).

The Netlink nmessage header is generic for all services, whereas the

| P Service Tenpl ate header is specific to a service. Each IP Service
then carries paraneterization data (CPC >FEC direction) or response
(FEC->CPC direction). These paraneterizations are in TLV (Type-

Lengt h-Value) format and are unique to the service.

The different parts of the netlink nessage are discussed in the
foll ow ng sections.

Pr ot ocol Model

Thi s section expands on how Netlink provides the nmechani sm for
service-oriented FEC and CPC i nteraction
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2.3.1. Service Addressing

Access is provided by first connecting to the service on the FE. The
connection is achieved by maki ng a socket() systemcall to the
PF_NETLI NK donmain. Each FECis identified by a protocol nunber. One
may open either SOCK _RAW or SOCK DGRAM type sockets, although Netlink
does not distinguish between the two. The socket connection provides
the basis for the FE<->CP addressing.

Connecting to a service is followed (at any point during the life of
the connection) by either issuing a service-specific command (from
the CPC to the FEC, nostly for configuration purposes), issuing a
statistics-collection comuand, or subscribing/unsubscribing to
service events. Cdosing the socket term nates the transacti on.
Refer to Appendices 1 and 2 for exanples.

2.3.2. Netlink Message Header

Net i nk nessages consist of a byte streamw th one or multiple
Net | i nk headers and an associ ated payload. |[|f the payload is too big
to fit into a single nmessage it, can be split over nmultiple Netlink
nmessages, collectively called a nmultipart nessage. For multipart
nmessages, the first and all follow ng headers have the NLM F_MJLTI
Netlink header flag set, except for the |ast header which has the
Net | i nk header type NLMSG_DONE

The Netlink nmessage header is shown bel ow.

+ooo
—+ P

2
7890123456789
T i S S S S S S

+ P
+ N
+ w
+
+ o
+ o
+ o
+ ©
+ o

+ ~

123
B

B Rt s T T T SR S R R R R e s T I TR S S R S S S S
Type | Fl ags |

B i S S T R iny S S N S I g i
Sequence Nunber |

B i S S T R iny S S N S I g i
Process I D (PI D |

B i S S T R iny S S N S I g i

+—+—+—+—+00O
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The fields in the header are:

Length: 32 bits
The length of the nessage in bytes, including the header.

Type: 16 bits
This field describes the nmessage content.
It can be one of the standard nessage types:

NLMSG_NOOP Message i s ignored.

NLMSG_ERROR The nessage signals an error and the payl oad
contains a nlnsgerr structure. This can be | ooked
at as a NACK and typically it is fromFEC to CPC

NLMSG DONE Message terminates a multipart nessage.

I ndi vi dual | P services specify nore nessage types, e.g.

NETLI NK_ROUTE service specifies several types, such as RTM NEW.I NK
RTM DELLI NK, RTM GETLI NK, RTM NEWADDR, RTM DELADDR, RTM NEWROUTE
RTM_DELROUTE, etc.

Fl ags: 16 bits
The standard flag bits used in Netlink are
NLM_F_REQUEST Must be set on all request nessages (typically
fromuser space to kernel space)

NLM_F_MULTI Indi cates the nmessage is part of a mnultipart
nessage termn nated by NLMSG_DONE
NLM_F_ACK Request for an acknow edgment on success.

Typical direction of request is fromuser
space (CPC) to kernel space (FEQ).

NLM_F_ECHO Echo this request. Typical direction of
request is fromuser space (CPC) to kerne
space (FEC).

Additional flag bits for GET requests on config information in
t he FEC.

NLM_F_ROOT Return the conplete table instead of a
single entry.

NLM_F_MATCH Return all entries matching criteria passed in
nessage content.

NLM F_ATOM C Return an atom c snapshot of the table being
referenced. This may require speci al
privileges because it has the potential to
interrupt service in the FE for a |onger tine.

Conveni ence nmacros for flag bits:
NLM _F_DUMP This is NLM F_ROOT or’ed with NLM F_MATCH
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Additional flag bits for NEWrequests
NLM F_REPLACE Repl ace existing matching config object with
this request.

NLM_F_EXCL Don’t replace the config object if it already
exi sts.

NLM F_CREATE Create config object if it doesn't already
exi st.

NLM_F_APPEND Add to the end of the object |ist.

For those famliar with BSDi sh use of such operations in route
sockets, the equivalent translations are:

- BSD ADD operation equates to NLM F_CREATE or-ed
with NLM F_EXCL

- BSD CHANGE operation equates to NLM F_REPLACE

- BSD Check operation equates to NLM F_EXCL

- BSD APPEND equi valent is actually mapped to
NLM F_CREATE

Sequence Number: 32 bits
The sequence nunber of the nessage.

Process ID (PID): 32 bits

The PID of the process sending the nessage. The PIDis used by the
kernel to nmultiplex to the correct sockets. A PID of zero is used
when sendi ng nessages to user space fromthe kernel

2.3.2.1. Mechanisns for Creating Protocols
One could create a reliable protocol between an FEC and a CPC by
usi ng the conbi nati on of sequence nunmbers, ACKs, and retransmt
timers. Both sequence nunbers and ACKs are provided by Netlink;
timers are provided by Linux.

One could create a heartbeat protocol between the FEC and CPC by
using the ECHO fl ags and t he NLMSG _NOOP nessage.
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2.3.2.2. The ACK Netlink Message

This nessage is actually used to denote both an ACK and a NACK.
Typically, the direction is fromFEC to CPC (in response to an ACK
request nessage). However, the CPC should be able to send ACKs back
to FEC when requested. The senmantics for this are I P service
specific.

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Net | i nk message header |
| type = NLMSG_ERROR |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Error code |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| OLD Netlink nessage header |
il s T T S S S S S i N T i ST S S S S S e e L T 2

Error code: integer (typically 32 bits)

An error code of zero indicates that the nessage is an ACK response.
An ACK response nessage contains the original Netlink nmessage header
whi ch can be used to conpare agai nst (sent sequence nunbers, etc).

A non-zero error code nessage is equivalent to a Negative ACK ( NACK).
In such a situation, the Netlink data that was sent down to the
kernel is returned appended to the original Netlink nessage header.
An error code printable via the perror() is also set (not in the
nmessage header, rather in the executing environnment state variable).

2.3.3. FE System Services’ Tenpl ates

These are services that are offered by the system for general use by
ot her services. They include the ability to configure, gather
statistics and listen to changes in shared resources. |P address
managenent, link events, etc. fit here. W create this section for
these services for |ogical separation, despite the fact that they are
accessed via the NETLI NK_ ROUTE FEC. The reason that they exi st

wi thin NETLI NK_ROUTE is due to historical cruft: the BSD 4.4 Route
Sockets inplenmented themas part of the | Pv4 forwardi ng sockets.
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2.3.3.1. Network Interface Service NMbdul e

This service provides the ability to create, renove, or get

i nformati on about a specific network interface. The network
interface can be either physical or virtual and is network protocol
i ndependent (e.g., an x.25 interface can be defined via this
nmessage). The Interface service nessage tenplate is shown bel ow.

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Fanmily | Reserved | Devi ce Type |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| I nterface | ndex |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Devi ce Fl ags |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Change Mask |
il s T T S S S S S i N T i ST S S S S S e e L T 2

Family: 8 bits
This is always set to AF_UNSPEC.

Devi ce Type: 16 bits

This defines the type of the link. The link could be Ethernet, a
tunnel, etc. W are interested only in |IPv4, although the link type
is L3 protocol -i ndependent .

Interface Index: 32 bits
Uniquely identifies interface.

Device Flags: 32 bits

| FF_UP Interface is adnministratively up

| FF_BROADCAST Valid broadcast address set.

| FF_DEBUG Internal debugging fl ag.

| FF_LOOPBACK Interface is a | oopback interface.
| FF_PO NTOPO NT Interface is a point-to-point |ink.
| FF_RUNNI NG Interface is operationally up

| FF_NOARP No ARP protocol needed for this interface.
| FF_PROM SC Interface is in prom scuous node.

| FF_NOTRAI LERS Avoid use of trailers.

| FF_ALLMULTI Receive all nulticast packets.

| FF_MASTER Master of a | oad bal anci ng bundl e.
| FF_SLAVE Sl ave of a | oad bal anci ng bundl e.

| FF_MULTI CAST Supports rmulticast.
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| FF_PORTSEL Is able to select nedia type via ifmap
| FF_AUTOVEDI A Aut o nmedi a sel ection active.
| FF_DYNAM C Interface was dynamnically created.

Change Mask: 32 bits
Reserved for future use. Mist be set to OxFFFFFFFF

Applicable attributes:

Attribute Descri ption

| FLA_UNSPEC Unspeci fi ed.

| FLA_ADDRESS Har dwar e address interface L2 address.

| FLA_BROADCAST Har dwar e address L2 broadcast
addr ess.

| FLA | FNAVE ASCI | string device nane.

| FLA_Mru MIU of the device.

| FLA LI NK ifindex of link to which this device
i s bound.

| FLA QDI SC ASCI | string defining egress root
queui ng di sci pline.

| FLA_STATS Interface statistics.

Net | i nk nmessage types specific to this service:
RTM_NEWLI NK, RTM DELLI NK, and RTM GETLI NK

2.3.3.2. | P Address Service Mdul e

This service provides the ability to add, renove, or receive
i nformati on about an | P address associated with an interface. The
address provisioning service nessage tenplate is shown bel ow.

2
9012
B i
ags
B

+
+

Interface Index |
T o S S S S I I i i i S S e e e e e o

Family: 8 bits
Address Family: AF_INET for |Pv4; and AF_INET6 for |PV6.

Length: 8 bits
The I ength of the address mask

Fl ags: 8 bits
| FA_F_SECONDARY For secondary address (alias interface).
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| FA_F_PERVMANENT For a permanent address set by the user
When this is not set, it nmeans the address
was dynamically created (e.g., by statel ess
aut oconfi guration).
| FA_F_DEPRECATED Defi nes deprecated (1PV4) address.
| FA_F_TENTATI VE Defines tentative (IPV4) address (duplicate
address detection is still in progress).
Scope: 8 bhits
The address scope in which the address stays valid.
SCOPE_UNI VERSE: d obal scope.
SCOPE_SITE (1 Pv6 only): Only valid within this site.
SCOPE_LINK: Valid only on this device.
SCOPE_HOST: Valid only on this host.

le attributes:

Attribute Descri ption
| FA_UNSPEC Unspeci fi ed.
| FA_ADDRESS Raw prot ocol address of interface.
| FA_LOCAL Raw prot ocol |ocal address.
| FA_LABEL ASCI | string nanme of the interface.
| FA_ BROADCAST Raw protocol broadcast address.
| FA_ANYCAST Raw pr ot ocol anycast address.
I

FA _CACHEI NFO Cache address information

Net i nk nessages specific to this service: RTM NEWADDR
RTM DELADDR, and RTM GETADDR.

3. Currently Defined Netlink IP Services
Al t hough there are many other |IP services defined that are using
Netlink, as nentioned earlier, we will talk only about a handful of
those integrated into kernel version 2.4.6. These are:

NETLI NK_ROUTE, NETLI NK_FI REWALL, and NETLI NK_ARPD.

3.1. IP Service NETLINK ROUTE
This service allows CPCs to nodify the IPv4 routing table in the
Forwardi ng Engine. It can also be used by CPCs to receive routing
updates, as well as to collect statistics.

3.1.1. Network Route Service Mdule
This service provides the ability to create, renove or receive

i nformati on about a network route. The service nessage tenplate is
shown bel ow.
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1 6
+- +-

+
+
1
+

5
- +-
|
- +-
|

0
0
+
I
+
| Table ID Protocol Scope
R R et e i i i e S S i ik Tk Sk Sk S SR SR SR S
| FI ags |
R R et e i i i e S S i ik Tk Sk Sk S SR SR SR S
Family: 8 bits

Address Family: AF_INET for |Pv4; and AF_INET6 for |PV6.

Src length: 8 bits
Prefix length of source |IP address.

Dest length: 8 bits
Prefix length of destination |IP address.

TOS: 8 bits

The 8-bit TOS (should be deprecated to nake room for DSCP).

Table ID: 8 bits

Table identifier. Up to 255 route tables are supported.
RT_TABLE_UNSPEC An unspecified routing table.
RT_TABLE_DEFAULT The default table.
RT_TABLE_MAI N The main tabl e.
RT_TABLE_LOCAL The | ocal table.

The user may assign arbitrary val ues between
RT_TABLE_UNSPEC(0) and RT_TABLE_DEFAULT(253).

Protocol: 8 bits
| denti fi es what/who added the route.

Pr ot ocol Rout e origin.
RTPROT_UNSPEC Unknown.
RTPROT_REDI RECT By an | CWP redirect.
RTPROT_KERNEL By the kernel.
RTPROT_BOOT Duri ng boot up.
RTPROT_STATI C By the admi nistrator

Val ues | arger than RTPROT_STATIC(4) are not interpreted by the
kernel, they are just for user information. They may be used to
tag the source of a routing information or to distinguish between
mul tiple routing daenons. See <linux/rtnetlink.h> for the
routi ng daenon identifiers that are already assigned.
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Rout e scope (valid distance to destination).

RT_SCOPE_UNI VERSE
RT_SCOPE_SI TE

RT_SCOPE_LI NK
RT_SCOPE_HOST
RT_SCOPE_NOWHERE

A obal route.
Interior route in the
| ocal aut ononbus system

Route on this |ink.
Route on the | ocal host.
Desti nati on does not exi st.

The val ues between RT_SCOPE_UN VERSE(0) and RT_SCOPE_SI TE(200)

are available to the user.

Type: 8 bits
The type of route.

Rout e type Descri ption

RTN_UNSPEC Unknown rout e.

RTN_UNI CAST A gateway or direct route.

RTN_LOCAL A local interface route.

RTN_BROADCAST A |l ocal broadcast route
(sent as a broadcast).

RTN_ANYCAST An anycast route.

RTN_MULTI CAST A mul ticast route.

RTN_BLACKHOLE A silent packet dropping route.

RTN_UNREACHABLE  An unreachabl e desti nati on.
Packets dropped and host
unreachable 1 CVPs are sent to the
ori gi nator.

RTN_PRCHI BI T A packet rejection route. Packets
are dropped and contuni cati on
prohibited ICMPs are sent to the
ori gi nator.

RTN_THROW When used with policy routing,
conti nue routing |ookup in another
table. Under normal routing,
packets are dropped and net
unreachable 1 CVPs are sent to the
ori gi nator.

RTN_NAT A network address translation
rul e.

RTN_XRESCOLVE Refer to an external resolver (not
i mpl enent ed) .
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Fl ags: 32 bits
Further qualify the route.

RTM_F_NOTI FY If the route changes, notify the
user.
RTM_F_CLONED Route is cloned from another route

RTM F_EQUALI ZE  Al'l ow randomi zati on of next hop
path in nmulti-path routing
(currently not inplenented).

Attributes applicable to this service:

Attribute Descri ption

RTA_UNSPEC | gnor ed.

RTA_DST Protocol address for route
desti nati on address.

RTA_SRC Protocol address for route source
addr ess.

RTA_IIF | nput interface index.

RTA_ O F Qut put interface index.

RTA GATEWAY Protocol address for the gateway of
the route

RTA_ PRI ORI TY Priority of route.

RTA_PREFSRC Preferred source address in cases

where nore than one source address
coul d be used.

RTA_METRI CS Route netrics attributed to route
and associ ated protocols (e.qg.,
RTT, initial TCP w ndow, etc.).

RTA MULTI PATH Miltipath route next hop’s
attri butes.

RTA PROTONFO Firewall based policy routing
attribute.

RTA_FLOW Route realm

RTA_CACHEI NFO  Cached route information

Additional Netlink nmessage types applicable to this service:
RTM_NEWROUTE, RTM DELROUTE, and RTM GETROUTE
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3.1.2. Neighbor Setup Service Mdule

This service provides the ability to add, renove, or receive

i nformati on about a neighbor table entry (e.g., an ARP entry or an
| Pv4 nei ghbor solicitation, etc.). The service nmessage tenplate is
shown bel ow.
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1

T
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+ —+ A
I\<I
+

1

+

1

1

+

1

+

1

+

1

I nterface | ndex |

B i S S T R iny S S N S I g i
State | Fl ags Type |

B i S S T R iny S S N S I g i

+—+— +— +00

Family: 8 bits
Address Family: AF_INET for |Pv4; and AF_INET6 for |PV6.

Interface I ndex: 32 bits
The uni que interface index.

State: 16 bits
A bitmask of the foll owing states:
NUD | NCOWPLETE  Still attenpting to resolve.
NUD_REACHABLE A confirmed working cache entry
NUD_STALE an expired cache entry.
NUD_DELAY Nei ghbor no | onger reachabl e.
Traffic sent, waiting for
confirmation.

NUD_PROBE A cache entry that is currently
bei ng re-solicited.
NUD_FAI LED An invalid cache entry.
NUD_NCARP A devi ce which does not do nei ghbor

di scovery (ARP).
NUD_PERMANENT A static entry.
Fl ags: 8 bits
NTF_PROXY A proxy ARP entry.
NTF_ROUTER An | Pv6 router.
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Attributes applicable to this service:

Attributes Descri ption
NDA_UNSPEC Unknown type.
NDA_DST A nei ghbour cache networKk.
| ayer destination address
NDA_LLADDR A nei ghbor cache link | ayer
addr ess.

NDA_CACHEI NFO  Cache stati stics.

Addi tional Netlink nmessage types applicable to this service:
RTM _NEWNEI GH, RTM DELNEI GH, and RTM GETNEI GH.

3.1.3. Traffic Control Service

This service provides the ability to provision, query or listen to
events under the auspices of traffic control. These include queuing
di sci plines, (schedulers and queue treatnment algorithms -- e.g.,
priority-based scheduler or the RED algorithm and classifiers.
Linux Traffic Control Service is very flexible and allows for

hi erarchi cal cascading of the different blocks for traffic resource

shari ng.
++ ++ +o-m - + Fommma + ++ ++ . ++
N too--- -t I |--> Qisc |-->]] I 1
[ Il---->|Filter|--->Class|  +------- L I EE
[ e v R RREEETEE HoloIl
I e 1]
e B |11
[ 1] #->lFilter]-_ do-eeod oo e
[l -->1 | +----- + -3 |--> isc [-->| [ []->]]
T | dass|  +------- + |-
->dev- >| | [T | +------ + _-> R +| [T |1
| ] || +->|Filter]|- R T + [ -]
| | Foo---- + -1
] e e o o]
| ] | Parent Queui ng discipline | ]
I I S i + .||
| |
I e e +|
| Parent Queui ng di scipline |
| (attached to egress device) |
o m o m o e o e e o e o e o e e e oo emama—aoo - +

The above di agram shows an exanpl e of the Egress TC block. W try to
be very brief here. For nore information, please refer to [11]. A
packet first goes through a filter that is used to identify a class
to which the packet nmay belong. A class is essentially a term na
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queui ng di scipline and has a queue associated with it. The queue may
be subject to a sinple algorithm Ilike FIFO or a nore conplex one,
like RED or a token bucket. The outernost queui ng discipline, which
is referred to as the parent is typically associated with a
scheduler. Wthin this schedul er hierarchy, however, may be ot her
schedul ing al gorithnms, meking the Linux Egress TC very fl exible.

The service nessage tenplate that makes this possible is shown bel ow
This tenplate is used in both the ingress and the egress queuing
disciplines (refer to the egress traffic control nodel in the FE
nodel section). Each of the specific conponents of the nodel has

uni que attributes that describe it best. The common attributes are
descri bed bel ow.

1

+ =

1

+ O

+ o
+ T+ N

+

+ T+N
b
T3+
+ —+ A
\<I

1
+

1

1
+

1
+

1

I nterface | ndex |

s T i S e i I S S S S R Rk sl I S S S S
Qi sc handl e |

s T i S e i I S S S S R Rk sl I S S S S
Parent Qdisc |

s T i S e i I S S S S R Rk sl I S S S S
TCM I nf o I

s T i S e i I S S S S R Rk sl I S S S S

+—+—+—+—+—+0O0O

Family: 8 bits
Address Family: AF_INET for |Pv4; and AF_INET6 for |PV6.

Interface I ndex: 32 bits
The uni que interface index.

Qdi sc handle: 32 bits

Uni que identifier for instance of queuing discipline. Typically,
this is split into major:mnor of 16 bits each. The major nunber
woul d al so be the maj or nunber of the parent of this instance.

Parent disc: 32 bits

Used in hierarchical l|ayering of queuing disciplines. |If this value
and the Qdisc handle are the sane and equal to TC H ROOT, then the
defined qdisc is the top nost |ayer known as the root qdisc.

TCM I nfo: 32 bits

Set by the FEto 1 typically, except when the Qisc instance is in
use, in which case it is set to inply a reference count. Fromthe
CPC towards the direction of the FEC, this is typically set to O
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except when used in the context of filters. |In that case, this 32-
bit fieldis split into a 16-bit priority field and 16-bit protoco
field. The protocol is defined in kernel source
<include/linux/if_ether.h> however, the nost comonly used one is
ETH P_IP (the IP protocol).

The priority is used for conflict resolution when filters intersect
in their expressions.

Generic attributes applicable to this service:

Attribute Descri ption

TCA_KI ND Canoni cal name of FE conponent.
TCA_STATS Generic usage statistics of FEC
TCA RATE rate estimator being attached to

FEC. Takes snapshots of stats to
conpute rate.
TCA _XSTATS Specific statistics of FEC
TCA_OPTI ONS Nest ed FEC-specific attributes.

Appendi x 3 has an exanple of configuring an FE conponent for a FIFO
Qdi sc.

Addi tional Netlink nmessage types applicable to this service:
RTM_NEWQDI SC, RTM DELQDI SC, RTM GETQDI SC, RTM NEWICLASS,

RTM DELTCLASS, RTM GETTCLASS, RTM NEWIFI LTER, RTM DELTFI LTER, and
RTM GETTFI LTER

3.2. I P Service NETLI NK_FI REWALL

This service allows CPCs to receive, nmanipulate, and re-inject
packets via the IPv4 firewall service nodules in the FE. A firewal
rule is first inserted to activate packet redirection. The CPC
informs the FEC whether it would like to receive just the netadata on
t he packet or the actual data and, if the netadata is desired, what
is the maxi mum data length to be redirected. The redirected packets
are still stored in the FEC, waiting a verdict fromthe CPC. The
verdict could constitute a sinple accept or drop decision of the
packet, in which case the verdict is inposed on the packet stil
sitting on the FEC. The verdict nmay also include a nodified packet
to be sent on as a replacenent.
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Two types of nessages exist that can be sent fromCPCto FEC. These
are: Mde nessages and Verdict nessages. Mde nessages are sent

i medi ately to the FEC to describe what the CPC would like to
receive. Verdict nessages are sent to the FEC after a decision has
been made on the fate of a received packet. The formats are

descri bed bel ow.

The node nessage is described first.

+ O Ww

+oN
—+ P

56 789 1234567829
T T S T s o IR S S S o

— 4+ n

Reserved2
B S i i S I i S S
Range |
B i S S T R iny S S N S I g i

Mode: 8 bits
Control information on the packet to be sent to the CPC. The
different types are:

| PQ COPY_META  Copy only packet netadata to CPC
| PQ_COPY_PACKET Copy packet netadata and packet payl oads
to CPC.

Range: 32 bits
I f | PQ COPY_PACKET, this defines the maxi numlength to copy.
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A packet and associ ated netadata received fromuser space | ooks
as follows.
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hw_pr ot ocol | hw_t ype |
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hw_addr | en | Reserved |
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hw_addr |
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data_l en |

B i S S T R iny S S N S I g i
Payl oad . . . |

B i S S T R iny S S N S I g i

T+ T+ T+ T+ T+t T+ T+ +— +— +— +— + OO

Packet ID: 32 bits
The uni que packet identifier as passed to the CPC by the FEC

Mark: 32 bits
The internal netadata val ue set to describe the rule in which
t he packet was picked.

timestanp_m 32 bits
Packet arrival tine (seconds)

timestanp_u: 32 bits
Packet arrival tine (useconds in addition to the seconds in

timestanp_n

hook: 32 bits
The firewall nodule from which the packet was picked.
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i ndev_nane: 128 bits
ASCI | name of inconing interface.

outdev_nane: 128 bits
ASCI | name of outgoing interface.

hw_protocol: 16 bits
Har dwar e protocol, in network order.

hw_ type: 16 bits
Har dwar e type.

hw_addrlen: 8 bits
Har dwar e address | ength.

hw_addr: 64 bits
Har dwar e addr ess.

data_len: 32 bits
Lengt h of packet data.

Payl oad: size defined by data_len
The payl oad of the packet received.

The Verdict nessage format is as follows
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Packet 1D |
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Data Length |
B i S S T R iny S S N S I g i

Payl oad . . . |
B i S S T R iny S S N S I g i

+—+—+—+—+ 00O
<

Val ue: 32 bits

This is the verdict to be inposed on the packet still sitting
in the FEC. Verdicts could be:

NF_ACCEPT  Accept the packet and let it continue its

traversal
NF_DROP Drop the packet.
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3.

4.

4.

Packet ID: 32 bits
The packet identifier as passed to the CPC by the FEC

Data Length: 32 bits
The data | ength of the nodified packet (in bytes). |If you don't
nodi fy the packet just set it to O.

Payl oad:
Size as defined by the Data Length field.

3. I P Service NETLI NK_ARPD

This service is used by CPCs for managi ng the nei ghbor table in the
FE. The nmessage format used between the FEC and CPC is described in
the section on the Nei ghbor Setup Service Mdul e.

The CPC service is expected to participate in neighbor solicitation
prot ocol (s).

A nei ghbor nessage of type RTM NEWNEIGH is sent towards the CPC by
the FE to informthe CPC of changes that m ght have happened on that
nei ghbor’s entry (e.g., a neighbor being perceived as unreachabl e).

RTM GETNEIGH is used to solicit the CPC for information on a specific
nei ghbor.
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5. Security Considerations

Netlink lives in a trusted environnent of a single host separated by

kernel and user space. Linux capabilities ensure that only someone

with CAP_NET_ADM N capability (typically, the root user) is allowed
to open sockets.
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Appendi x 1: Sanpl e Service Hierarchy

I n the di agram bel ow we show a sinple IP service, foo, and the
interaction it has between CP and FE conponents for the service
(1 abels 1-3).

The diagramis also used to denonstrate CP<->FE addressing. |In this
section, we illustrate only the addressing semantics. |n Appendix 2,
the diagramis referenced again to define the protocol interaction
bet ween service foo’'s CPC and FEC (| abel s 4-10).

| CP protocol |
: | component
— I |  For I
| IP service |
| foo |
/

~

I
Y 1,4,6,89/ " 2510
Y

**l***********l****l**********l**********
khkkkkkkhkkkkkkx I\btllnk Iayer kkhkkhkkhkhkhkhkhkkhk*k
**l***********l****l**********l**********

| FE conponent/ nodul e| /
| for IP Service |
D Rl R >- - - f oo [ ----- S

|
|
| s AR /
|
|

1
1
1
1
:
\Y
1
1

The control plane protocol for |IP service foo does the followng to
connect to its FE counterpart. The steps bel ow are al so nunbered
above in the diagram

1) Connect to the IP service foo through a socket connect. A typical

connection would be via a call to: socket ( AF_NETLI NK, SOCK RAW
NETLI NK_FOO) .
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2) Bind to listen to specific asynchronous events for service foo.
3) Bind to listen to specific asynchronous FE events.
Appendi x 2: Sanple Protocol for the Foo I P Service

Qur exanple I P service foo is used again to denonstrate how one can
deploy a sinple I P service control using Netlink

These steps are continued from Appendi x 1 (hence the nunbering).
4) Query for current config of FE conponent.

5) Receive response to (4) via channel on (3).

6) Query for current state of |IP service foo

7) Receive response to (6) via channel on (2).

8) Register the protocol -specific packets you would like the FE to
forward to you.

9) Send service-specific foo conmands and receive responses for them
i f needed.

Appendi x 2a: Interacting with Q- her |IP services

The diagramin Appendix 1 shows another control conponent configuring
the sanme service. In this case, it is a proprietary Comuand Line
Interface. The CLI may or may not be using the Netlink protocol to
comuni cate to the foo conmponent. If the CLI issues commands that
will affect the policy of the FEC for service foo then, then the foo
CPCis notified. It could then nmake al gorithnic decisions based on
this input. For exanple, if an FE allowed another service to delete
policies installed by a different service and a policy that foo
install ed was del eted by service bar, there mght be a need to
propagate this to all the peers of service foo.
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Appendi x 3: Exanpl es

In this exanple,
froma TC CPC to an egress TC FI FO queue.

Li nux Netlink as an | P Services Protoco

July 2003

we show a sinple configuration Netlink nmessage sent

Thi s queue algorithmis

based on packet counting and drops packets when the limt exceeds 100

packet s.

a device with an ifindex of 4.
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We assune that the queue is in a hierarchical
parent 100:0 and a classid of 100:1 and that

setup with a

it is to be installed on
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