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Abstract

The purpose of this docunent is to define an information nodel to
describe the quality of service (QS) nechanisns inherent in

di fferent network devices, including hosts. Broadly speaking, these
nmechani sns descri be the properties comopn to sel ecting and
conditioning traffic through the forwardi ng path (datapath) of a
network device. This selection and conditioning of traffic in the
datapath spans both najor QS architectures: Differentiated Services
and I ntegrated Services.

Thi s docunment should be used with the QoS Policy Information Mdel
(QPIM to nodel how policies can be defined to manage and configure
the QoS nmechanisns (i.e., the classification, marking, netering,

dr oppi ng, queui ng, and scheduling functionality) of devices.

Toget her, these two docunents describe howto wite QS policy rules
to configure and manage the QoS nechani sms present in the datapaths
of devi ces.
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This docunent, as well as QPIM are information nodels. That

they represent information i ndependent of a binding to a specific

type of repository.
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1. Introduction

The purpose of this docunent is to define an information nodel to
describe the quality of service (QS) nechanisns inherent in

di fferent network devices, including hosts. Broadly speaking, these
mechani sns describe the attributes conmmon to sel ecting and
conditioning traffic through the forwardi ng path (datapath) of a
network device. This selection and conditioning of traffic in the
datapath spans both najor QS architectures: Differentiated Services
(see [R2475]) and Integrated Services (see [R1633]).
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Thi s docunment is intended to be used with the QS Policy Information
Model [QPIM to nodel how policies can be defined to nanage and
configure the QoS nechanisnms (i.e., the classification, marking,

nmet eri ng, dropping, queuing, and scheduling functionality) of
devices. Together, these two docunents describe howto wite QS
policy rules to configure and nmanage the QoS mechani sns present in

t he dat apaths of devi ces.

This docunent, as well as [QPIM, are information nodels. That is,
they represent information i ndependent of a binding to a specific
type of repository. A separate docunment could be witten to provide
a mappi ng of the data contained in this docunent to a form suitable
for inplenentation in a directory that uses (L)DAP as its access
protocol. Similarly, a docunment could be witten to provide a
mappi ng of the data in [QPIM to a directory. Together, these four
docunents (information nmodels and directory schema nmappi ngs) woul d
then describe howto wite QS policy rules that can be used to store
information in directories to configure device QS nmechani sns.

The approach taken in this docunent defines a common set of classes
that can be used to nobdel QoS in a device datapath. Vendors can then
map these classes, either directly or using an intervening format
like a COP-PR PIB, to their own device-specific inplenentations.

Note that the admi ssion control elenent of Integrated Services is not
included in the scope of this nodel.

The design of the class, association, and aggregati on hierarchies
described in this docunent is influenced by the Network QoS subnobde
defined by the Distributed Managenent Task Force (DMIF) - see [CIM.
These hierarchies are not derived fromthe Policy Core Information
Model [PCIM. This is because the nodeling of the QS nechani snms of
a device is separate and distinct fromthe nodeling of policies that
manage those mechani sns. Hence, there is a need to separate QoS
mechani sns (this docunment) fromtheir control (specified using the
generic policy docunent [PCIM augnmented by the QoS Policy docunent

[QPIM).

While it is not a policy nodel per se, this docunent does have a
dependency on the Policy Core Infornation Mddel Extensions docunent
[PCI ME]. The device-level packet filtering, through which a
Classifier splits a traffic streaminto nultiple streans, is based on
the FilterEntryBase and FilterList classes defined in [PCl Mg

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in BCP 14, RFC 2119

[ R2119].
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1.1. Policy Managenent Conceptual Model

The Policy Core Information Model [PCIM describes a genera

nmet hodol ogy for constructing policy rules. PClI M Extensions [PCl Mg
updates and extends the original PCCM A policy rule aggregates a
set of policy conditions and an ordered set of policy actions. The
semantics of a policy rule are such that if the set of conditions
evaluates to TRUE, then the set of actions are executed.

Policy conditions and actions have two principal conponents: operands
and operators. Operands can be constants or variables. To specify a
policy, it is necessary to specify:

0 the operands to be exami ned (al so known as state vari abl es);

0 the operands to be changed (al so known as configuration
vari abl es);

o the relationships between these two sets of operands.

Operands can be specified at a high-level, such as Joe (a user) or
Gold (a service). Operands can also be specified at a nuch finer

| evel of detail, one that is nmuch closer to the operation of the
device. Exanples of the latter include an | P Address or a queue’s
bandw dth allocation. Inplicit in the use of operands is the binding

of legal values or ranges of values to an operand. For exanple, the
val ue of an | P address cannot be an integer. The concepts of
operands and their ranges are defined in [PCl Mg].

The second conponent of policy conditions and actions is a set of
operators. Operators can express both relationships (greater than
menber of a set, Boolean OR, etc.) and assignnments. Toget her,
operators and operands can express a variety of conditions and
actions, such as:

If Bob is an Engineer...

If the source IP address is in the Marketing Subnet..
Set Joe’s IP address to 192.0.2.100

Limt the bandw dth of application x to 10 M

W recogni ze that the definition of operator semantics is critical to
the definition of policies. However, the definition of these
operators is beyond the scope of this docunent. Rather, this
docunment (with [QPIM) takes the first steps in identifying and
standardi zing a set of properties (operands) for use in defining
policies for Differentiated and Integrated Servi ces.
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1.2. Purpose and Relation to O her Policy Wrk

Thi s nodel establishes a canonical nobdel of the QoS nechani sns of a
network device (e.g., a router, switch, or host) that is independent
of any specific type of network device. This enables traffic
conditioning to be described using a common set of abstractions,
nodel ed as a set of services and sub-servi ces.

Wien the concepts of this docunent are used in conjunction with the
concepts of [QPIM, one is able to define policies that bind the
services in a network to the needs of applications using that
network. In other words, the business requirenents of an

organi zation can be reflected in one set of policies, and those
policies can be translated to a | ower-1level set of policies that
control and nanage the configuration and operation of network

devi ces.

1.3. Typical Exanples of Policy Usage

Policies could be inplenented as | owlevel rules using the

i nformati on nodel described in this specification. For exanple, in a
| ow | evel policy, a condition could be represented as an eval uation
of a specific attribute fromthis nodel. Therefore, a condition such
as "If filter = HTTP" would be interpreted as a test determning

whet her any HTTP filters have been defined for the device. A high-

| evel policy, such as "If protocol = HTTP, then mark with
Differentiated Services Code Point (DSCP) 24," would be expressed as
a series of actions in a lowlevel policy using the classes and

attri butes described bel ow

1. Create HITP filter
2. Create DSCP nmarker with the value of 24
3. Bind the HTTP filter to the DSCP narker

Note that unlike "mark with DSCP 24," these |ow|evel actions are not
perfornmed on a packet as it passes through the device. Rather, they
are configuration actions performed on the device itself, to make it
ready to performthe correct action(s) on the correct packet(s). The
act of noving froma high-level policy rule to the correct set of

| ow- | evel device configuration actions is an exanpl e of what

[ POLTERM characterizes as "policy translation" or "policy
conversion".
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2. Approach

QS activities in the | ETF have mainly focused in two areas,
Integrated Services (IntServ) and Differentiated Services (DiffServ)
(see [POLTERM, [R1633] and [R2475]). This docunent focuses on the
speci fication of QoS properties and classes for nodeling the datapath
where packet traffic is conditioned. However, the franmework defined
by the classes in this docunent has been designed with the needs of

t he admission control portion of IntServ in nmind as well.

2.1. Commpn Needs OF DiffServ and | ntServ

First, let us consider IntServ. |IntServ has two principal

conmponents. One conponent is enbedded in the datapath of the
networ ki ng device. |Its functions include the classification and
pol i cing of individual flows, and scheduling admtted packets for the
outbound link. The other conponent of IntServ is adnission control,
whi ch focuses on the managenent of the signaling protocol (e.g., the
PATH and RESV nessages of RSVP). This conponent processes
reservation requests, manages bandw dth, outsources deci sion naking
to policy servers, and interacts with the Routing Tabl e manager.

We will consider RSVP when defining the structure of this information
nmodel. As this docunment focuses on the datapath, elenents of RSVP
applicable to the datapath will be considered in the structure of the
cl asses. The conplete IntServ device nodel will, as we have

indicated earlier, be addressed in a subsequent docunent.

Thi s docunent nodels a snall subset of the QoS policy problem in
hopes of constructing a nmethodol ogy that can be adapted for other
aspects of QS in particular, and of policy construction in general.
The focus in this docunent is on QS for devices that inplenent
traffic conditioning in the datapath.

DiffServ operates exclusively in the datapath. It has all of the
same conponents of the IntServ datapath, with two najor differences.
First, DiffServ classifies packets based solely on their DSCP field,
whereas I ntServ exam nes a subset of a standard flow s addressing 5-
tuple. The exception to this rule occurs in a router or host at the
boundary of a DiffServ domain. A device in this position may exam ne
a packet’'s DSCP, its addressing 5-tuple, other fields in the packet,
or even information wholly outside the packet, in determning the
DSCP value with which to mark the packet prior to its transfer into
the DiffServ domain. However, routers in the interior of a DiffServ
domain will only need to classify based on the DSCP field.
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The second difference between IntServ and DiffServ is that the
signaling protocol used in IntServ (e.g., RSVP) affects the
configuration of the datapath in a nore dynanic fashion. This is
because each newy admtted RSVP reservation requires a
reconfiguration of the datapath. 1In contrast, DiffServ requires far
fewer changes to the datapath after the Per Hop Behaviors (PHBs) have
been confi gured.

The approach advocated in this docunment for the creation of policies
that control the various QS nmechani sns of networking devices is to
first identify the attributes with which policies are to be
constructed. These attributes are the paraneters used in expressions
that are necessary to construct policies. There is also a parallel
desire to define the operators, relations, and precedence constructs
necessary to construct the conditions and actions that constitute
these policies. However, these efforts are beyond the scope of this
docunent .

2.2. Specific Needs O DiffServ

DiffServ-specific rules focus on two particular areas: the core and
the edges of the network. As explained in the DiffServ Architecture
docunment [R2475], devices at the edge of the network classify traffic
into different traffic streans. The core of the network then
forwards traffic fromdifferent streans by using a set of Per Hop
Behaviors (PHBs). A DSCP identifies each PHB. The DSCP is part of
the | P header of each packet (as described in [R2474]). This enables
multiple traffic streams to be aggregated into a small nunber of
aggregated traffic streans, where each aggregate traffic streamis
identified by a particular DSCP, and forwarded using a particular

PHB.

The attributes used to mani pul ate QoS capabilities in the core of the
network primarily address the behavioral characteristics of each
supported PHB. At the edges of the DiffServ network, the additiona
conplexities of flow classification, policing, RSVP mappings,
remar ki ngs, and other factors have to be consi dered. Additional
nmodeling will be required in this area. However, first, the
standards for edges of the DiffServ network need nore detail - to
all ow the edges to be incorporated into the policy nodel

2.3. Specific Needs O IntServ
Thi s docunent focuses exclusively on the forwardi ng aspects of
network QoS. Therefore, while the forwarding aspects of IntServ are

consi dered, the managenent of IntServ is not considered. This topic
wi Il be addressed in a future docunent.
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3.

3.

Met hodol ogy

There is a clear need to define attributes and behavi or that together
define how traffic should be conditioned. This docunent defines a
set of classes and rel ationships that represent the QS nechani sns
used to condition traffic; [QPIM is used to define policies to
control the QoS nechanisns defined in this docunent.

However, sonme very basic issues need to be considered when conbini ng
t hese docunents. Considering these issues should help in
constructing a schema for managi ng the operation and configuration of
network QoS nechani sms t hrough the use of QoS poli ci es.

Level of Abstraction for Expressing QS Policies

The first issue requiring consideration is the |evel of abstraction
at which QoS policies should be expressed. |If we consider policies
as a set of rules used to react to events and nani pul ate attri butes
or generate new events, we realize that policy represents a conti nuum
of specifications that relate business goals and rules to the
conditioning of traffic done by a device or a set of devices. An
exanpl e of a business |evel policy mght be: from1l:00 pmPST to 7:00
am EST, sell off 40% of the network capacity on the open market. In
contrast, a device-specific policy might be: if the queue depth grows
at a geonetric rate over a specified duration, trigger a potenti al
link failure event.

A general nodel for this continuumis shown in Figure 1 bel ow

o e e e e ooo- - +
| Hi gh-Level Business | Not directly related to device
| Pol icies | operation and configuration details
o e e e e ooo- - +
I
I
e V-ommme e e o - +
| Device-Ilndependent | Transl ate high-level policies to
| Pol icies | generic device operational and
A + configuration information
I
I
S V--emo oo oo & +
| Devi ce- Dependent | Transl ate generic device informtion
| Pol icies | to specify how particul ar devices
A + shoul d operate and be confi gured

Figure 1. The Policy Continuum
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H gh-1evel business policies are used to express the requirenents of
the different applications, and prioritize which applications get
"better" treatnment when the network is congested. The goal, then, is
to use policies to relate the operational and configuration needs of
a device directly to the business rules that the network
administrator is trying to inplenment in the network that the device
bel ongs to.

Devi ce-i ndependent policies translate business policies into a set of
general i zed operational and configuration policies that are

i ndependent of any specific device, but dependent on a particul ar set
of QoS nechani snms, such as random early detection (RED) dropping or
wei ght ed round robin scheduling. Not only does this enable different
types of devices (routers, switches, hosts, etc.) to be controlled by
QS policies, it also enabl es devices made by di fferent vendors that
use the sane types of QS mechanisns to be controlled. This enables
these different devices to each supply the correct relative
conditioning to the sane type of traffic.

In contrast, device-dependent policies translate device-independent
policies into ones that are specific for a given device. The reason
that a distinction is nade between devi ce-i ndependent and devi ce-
dependent policies is that in a given network, many different devices
havi ng many different capabilities need to be controlled together.
Devi ce-i ndependent policies provide a common |ayer of abstraction for
managi ng mul tipl e devices of different capabilities, while device-
dependent policies inplenent the specific conditioning that is
required. This docunent provides a common set of abstractions for
representing QS nmechanisns in a device-i ndependent way.

Thi s docunment is focused on the device-independent representation of
QS nechani sns. QoS nechanisns are nodeled in sufficient detail to
provi de a conmon devi ce-i ndependent representation of QS policies.
They can al so be used to provide a basis for specialization, enabling
each vendor to derive a set of vendor-specific classes that represent
how traffic conditioning is done for that vendor’s set of devices.

3.2. Specifying Policy Paraneters

Policies are a function of paranmeters (attributes) and operators
(bool ean, arithmetic, relational, etc.). Therefore, both need to be
defined as part of the same policy in order to correctly condition
the traffic. |If the paranmeters of the policy are specified too
narromy, they will reflect the individual inplenentations of QS in
each device. As there is currently little consensus in the industry
on what the correct inplenentation nodel for QS is, nost defined
attri butes would only be applicable to the unique characteristics of
a few individual devices. Moreover, standardizing all of these
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potential inplenmentation alternatives would be a never-ending task as
new i npl ement ati ons continued to appear on the market.

On the other hand, if the paranmeters of the policy are specified too
broadly, it is inpossible to devel op nmeani ngful policies. For
exanple, if we concentrate on the so-called Aynpic set of policies,
a business policy like "Bob gets Gold Service," is clearly

nmeani ngless to the large ngjority of existing devices. This is
because the device has no way of deternining who Bob is, or what QS
mechani sns shoul d be configured in what way to provide Gold service.

Furthernmore, CGold service may represent a single service, or it may
identify a set of services that are related to each other. In the

| atter case, these services may have different conditioning
characteristics.

Thi s docunent defines a set of paraneters that fit into a canonical
nodel for nodeling the elenments in the forwarding path of a device

i npl enenting QoS traffic conditioning. By defining this nodel in a
devi ce-i ndependent way, the needed paraneters can be appropriately

abstract ed.

3.3. Specifying Policy Services

Adm nistrators want the flexibility to be able to define traffic
conditioning wi thout having to have a | ow | evel understanding of the
di fferent QoS nechani sns that inplenment that conditioning.
Furthernmore, admi nistrators want the flexibility to group different
servi ces together, describing a higher-1level concept such as "CGold
Service". This higher-level service could be viewed as providing the
processing to deliver "Gold" quality of service.

These two goals dictate the need for the foll ow ng set of
abstracti ons:

o a flexible way to describe a service

0 nust be able to group different services that may use different
technol ogies (e.g., DiffServ and | EEE 802. 1Q together

0 nust be able to define a set of sub-services that together make up
a higher-1level service

0 mnust be able to associate a service and the set of QoS nechani sns
that are used to condition traffic for that service

0 nust be able to define policies that nmanage the QS mechani sns
used to inplenment a service.
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Thi s docunent addresses this set of problens by defining a set of
cl asses and associ ations that can represent abstract concepts |ike
"Cold Service," and bind each of these abstract services to a
specific set of QoS nechani sns that inplenent the conditioning that
they require. Furthernore, this docunent defines the concept of
"sub-services," to enable Gold Service to be defined either as a
single service or as a set of services that together should be
treated as an atomc entity.

G ven these abstractions, policies (as defined in [QPIM) can be
witten to control the QoS nechani sns and services defined in this
docunent .

3.4. Level of Abstraction for Defining QS Attributes and C asses

Thi s docunent defines a set of classes and properties to support
policies that configure device QoS mechanisns. This docunent
concentrates on the representation of services in the datapath that
support both DiffServ (for aggregate traffic conditioning) and
IntServ (for flow based traffic conditioning).  asses and
properties for nodeling IntServ adm ssion control services may be
defined in a future docunent.

The classes and properties in this docunent are designed to be used
in conjunction with the QoS policy classes and properties defined in
[QPIM. For exanple, to preserve the delay characteristics commtted
to an end-user, a network adninistrator may wish to create policies
that nonitor the queue depths in a device, and adjust resource

al | ocati ons when del ay budgets are at risk (perhaps as a result of a
net wor k topol ogy change). The classes and properties in this
docunent define the specific services and nmechanisns required to

i npl emrent those services. The classes and properties defined in
[QPIM provide the overall structure of the policy that manages and
configures this service.

Thi s conbination of |owlevel specification (using this docunent) and
hi gh-1evel structuring (using [QPIM) of network services enables
network administrators to define new services required of the
network, that are directly related to business goals, while ensuring
t hat such services can be nmanaged. However, this goal (of creating
and managi ng service-oriented policies) can only be realized if
policies can be constructed that are capable of supporting diverse

i npl erentations of QS. The solution is to nodel the QS
capabilities of devices at the behavioral level. This neans that for
traffic conditioning services realized in the datapath, the nodel
must support the followi ng characteristics:

o nodeling of a generic network service that has QoS capabilities
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o nodeling of how the traffic conditioning itself is defined

o nodeling of how statistics are gathered to nonitor QoS traffic
conditioning services - this facet of the nodel will be added in a
future docunent.

Thi s docunent nodels a network service, and associates it with one or
nmore QoS mechani sne that are used to inplenent that service. It also
nodel s in a canonical formthe various conponents that are used to
condition traffic, such that standard as well as customtraffic
conditioning services nmay be descri bed.

3.5. Characterization of QS Properties

The QoS properties and classes will be described in nore detail in
Section 4. However, we should consider the basic characteristics of
these properties, to understand the nethodol ogy for representing

t hem

There are essentially two types of properties, state and
configuration. Configuration properties describe the desired state
of a device, and include properties and classes for representing
desired or proposed threshol ds, bandw dth allocations, and how to
classify traffic. State properties describe the actual state of the
device. These include properties to represent the current
operational values of the attributes in devices configured via the
configuration properties, as well as properties that represent state
(queue depths, excess capacity consunption, |loss rates, and so
forth).

In order to be correlated and used together, these two types of
properties nmust be nodel ed using a common information nodel. The
possibility of nmpodeling state properties and their correspondi ng
configuration settings is acconplished using the sane classes in this
nodel - although individual instances of the classes would have to be
appropriately naned or placed in different containers to distinguish
current state values fromdesired configuration settings.

State information is addressed in a very limted fashion by QODIM
Currently, only Current QueueDepth is proposed as an attribute on
Queui ngService. The mpjority of the nodel is related to
configuration. Guven this fact, it is assunmed that this nodel is a
direct nenory nap into a device. Al nmanipul ation of nobdel classes
and properties directly affects the state of the device. If it is
desired to al so use these classes to represent desired configuration
that is left to the discretion of the inplenentor.
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It is acknowl edged that additional properties are needed to

conpl etely nmodel current state. However, nmany of the properties
defined in this docunent represent exactly the state variabl es that
will be configured by the configuration properties. Thus, the
definition of the configuration properties has an exact
correspondence with the state properties, and can be used in nodeling
bot h actual (state) and desired/ proposed configuration.

3.6. QS Information Mddel Derivation

The question of context also | eads to another question: how does the
information specified in the core and QoS policy nodels ([PCIM,
[PCIMVE], and [QPIM, respectively) integrate with the information
defined in this docunent? To put it another way, where should

devi ce-i ndependent concepts that | ead to device-specific QS

attri butes be derived fronf

Past thinking was that QoS was part of the policy nodel. This view
is not completely accurate, and it leads to confusion. QS is a set
of services that can be controlled using policy. These services are
represented as device nmechani snms. An inportant point here is that
QoS services, as well as other types of services (e.g., security),
are provi ded by the nechani sms inherent in a given device. This
nmeans that not all devices are indeed created equal. For exanple,

al though two devices may have the sanme type of nmechanism (e.g., a
queue), one nmay be a sinple inplenentation (i.e., a FIFO queue)
whereas one may be nuch nore conpl ex and robust (e.g., class-based
wei ghted fair queuing (CBWQ). However, both of these devices can
be used to deliver QoS services, and both need to be controlled by
policy. Thus, a device-independent policy can instruct the devices
to queue certain traffic, and a device-specific policy can be used to
control the queuing in each device.

Furthernmore, policy is used to control these nmechanisns, not to
represent them For exanple, QS services are inplenmented with
classifiers, nmeters, markers, droppers, queues, and schedul ers.
Simlarly, security is also a characteristic of devices, as

aut henti cation and encryption capabilities represent services that
net wor ked devi ces perform (irrespective of interactions with policy
servers). These security services nay use sonme of the same
nmechani sns that are used by QoS services, such as the concepts of
filters. However, they will nostly require different nechani sns than
the ones used by QS, even though both sets of services are

i npl enented in the sane devices.

Thus, the sinmilarity between the QS nodel and nodels for other

services is not so nmuch that they contain a few conmon mechani sns.
Rat her, they nodel how a device inplenments their respective services.
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As such, the nodeling of QS should be part of a networking device
schema rather than a policy schema. This allows the networking
devi ce schema to concentrate on nodeling device nechani sns, and the
policy schema to focus on the semantics of representing the policy
itself (conditions, actions, operators, etc.). Wile this docunent
concentrates on defining an informati on nodel to represent QoS
services in a device datapath, the ultinate goal is to be able to
apply policies that control these services in network devices.
Furthernmore, these two schemata (device and policy) nust be tightly
integrated in order to enable policy to control QoS services.

3.7. Attribute Representation

The last issue to be considered is the question of how attributes are
represented. |If QoS attributes are represented as absol ute nunbers
(e.g., Gass AF2 gets 2 Mds of bandwidth), it is nore difficult to
make them uniformacross nultiple ports in a device or across
mul ti pl e devices, because of the broad variation in Iink capacities.
However, expressing attributes in relative or proportional termns
(e.g., Cass AF2 gets 5% of the total |ink bandw dth) nakes it nore
difficult to express certain types of conditions and actions, such
as:

(1f ConsunedBandw dth = Assi gnedBandw dth Then ...)
There are really three approaches to addressing this problem

0 Miltiple properties can be defined to express the sanme value in
various forns. This idea has been rejected because of the
difficulty in keeping these different properties synchronized
(e.g., when one property changes, the others all have to be
updat ed) .

o Milti-nodal properties can be defined to express the sanme val ue,
in different terms, based on the access or assignnment node. This
option was rejected because it significantly conplicates the nodel
and is inpossible to express in current directory access protocols
(e.g., (L)DAP).

0 Properties can be expressed as "absol utes", but the operators in
the policy schema would need to be nore sophisticated. Thus, to
represent a percentage, division and nultiplication operators are
required (e.g., Cass AF2 gets .05 * the total |ink bandw dth).
This is the approach that has been taken in this docunent.

Moore, et al. St andards Track [ Page 16]



RFC 3670 QS Device Datapath Info Mdel January 2004

3.8. Mental Model

The nmental nodel for constructing this schena is based on the work
done in the Differentiated Services working group. This schema is
based on information provided in the current versions of the DiffServ
| nf ormal Managenent Model [DSMODEL], the DiffServ M B [DSM B], the
PIB[PIB], as well as on information in the set of RFCs that
constitute the basic definition of DiffServ itself ([R2475], [R2474],
[ RR597], and [R3246]). |In addition, a commobn set of terminology is
avail able in [ POLTERM .

This nodel is built around two fundanmental class hierarchies that are
bound together using a set of associations. The two class

hi erarchies derive fromthe QoSService and Conditioni ngServi ce base
classes. A set of associations relate | ower-1level QoSService

subcl asses to higher-level QoS services, relate different types of
conditioning services together in processing a traffic class, and
relate a set of conditioning services to a specific QS service.

Thi s conbi nation of associations enables us to view the device as
providing a set of services that can be configured, in a nodul ar
bui I di ng bl ock fashion, to construct application-specific services.
Thus, this docunent can be used to nodel existing and future standard
as well as application-specific network QoS services.

3.8.1. The QoSService C ass

The first of the classes defined here, QoSService, is used to
represent higher-level network services that require special
conditioning of their traffic. An instance of QoSService (or one of
its subclasses) is used to bring together a group of conditioning
services that, fromthe perspective of the system nanager, are al
used to deliver a conmon service. Thus, the set of classifiers,

mar kers, and rel ated conditioning services that provide prem um
service to the "selected" set of user traffic nay be grouped together
into a prem um QoS service

QoSService has a set of subclasses that represent different
approaches to delivering IP services. The currently defined set of
subcl asses are a FlowService for floworiented QoS delivery and a
DiffServService for DiffServ aggregate-oriented QS service delivery.

The QoS services can be related to each other as peers, or they can
be i npl enented as subservient services to each other. The
QoSSubServi ce aggregation indicates that one or nore QoSService

obj ects are subservient to a particul ar QoSService object. For
exanmple, this enables us to define Gold Service as a conbi nati on of
two DiffServ services, one for high quality traffic treatnent, and
one for servicing the rest of the traffic. Each of these
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Di ffServService objects would be associated with a set of
classifiers, markers, etc, such that the high quality traffic would
get EF marki ng and appropriate queuing.

The DiffServService class itself has an AFService subclass. This
subclass is used to represent the specific notion that severa

rel ated markings within the AF PHB G oup work together to provide a
single service. Wen other DiffServ PHB Groups are defined that use
nore than one code point, these will be likely candi dates for

addi tional DiffServService subcl asses.

Technol ogy- speci fic nappi ngs of these services, representing the
specific use of PHB nmarking or 802.1Q marking, are captured within
t he Condi tioningService hierarchy, rather than in the subcl asses of
QoSSer vi ce.

These concepts are depicted in Figure 2. Note that both of the
associ ati ons are aggregations: a QoSServi ce object aggregates both
the set of QoSService objects subservient to it, and the set of

Condi ti oni ngServi ce objects that realize it. See Section 4 for class
and associ ation definitions.

IN___
0..1\/

e L + | QoSSubService A L +
I | 0..n | I I
| QoSService |----- | Conditioning

| | |  Service |
I I I I
| |0..n 0..n| |
I A I I
| | \/ QoSConditioning | |
T + SubSer vi ce LR +

Figure 2. QoSService and its Aggregations
3.8.2. The ConditioningService O ass

The goal of the ConditioningService classes is to describe the
sequence of traffic conditioning that is applied to a given traffic
streamon the ingress interface through which it enters a device, and
then on the egress interface through which it |eaves the device.

This is done using a set of classes and rel ationships. The routing
decision in the device core, which selects which egress interface a
particul ar packet will use, is not represented in this nodel

A single base class, ConditioningService, is the superclass for a set
of subcl asses representing the nechanisns that condition traffic.
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These subcl asses define devi ce-independent conditioning primtives
(including classifiers, meters, markers, droppers, queues, and
schedul ers) that together inplenent the conditioning of traffic on an
interface. This nodel abstracts these services into a comon set of
nmodul ar buil di ng bl ocks that can be used, regardl ess of device

i npl enentation, to nodel the traffic conditioning internal to a

devi ce.

The different conditioning mechani sns need to be related to each
other to describe howtraffic is conditioned. Several inportant
variations of how these services are rel ated together exist:

0o A particular ingress or egress interface nmay not require all the
types of Conditioni ngServices.

o Miltiple instances of the same nechani sm may be required on an
ingress or egress interface.

0 There is no set order of application for the Conditioni ngServices
on an ingress or egress interface.

Therefore, this nodel does not dictate a fixed ordering anong the
subcl asses of ConditioningService, or identify a subclass of

Condi ti oni ngServi ce that nust appear first or |ast anmong the

Condi ti oni ngServi ces on an ingress or egress interface. Instead,
this nmodel ties together the various ConditioningService instances on
an ingress or egress interface using the NextService,

Next Servi ceAft er Met er, and Next Servi ceAft er Condi ti oni ngEl enent

associ ations. There are al so separate associations, called

| ngr essCondi ti oni ngSer vi ceOnEndpoi nt and

Egr essCondi ti oni ngSer vi ceOnEndpoi nt, which, respectively, tie an
ingress interface to its first ConditioningService, and tie an egress
interface to its last ConditioningService(s).

3.8.3. Preserving QS Information fromlngress to Egress
There is one inportant way in which the QDD M nodel diverges fromthe
[ DSMODEL]. In [DSMODEL], traffic passes through a network device in
t hree stages:

o It comes in on an ingress interface, where it may receive QS
condi ti oni ng.

o It traverses the routing core, where |ogic outside the scope of

QoS determnes which egress interface it will use to | eave the
devi ce.
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o It may receive further QoS conditioning on the selected egress
interface, and then it |eaves the device.

In this nodel, no information about the QoS conditioning that a
packet receives on the ingress interface is conmunicated with the
packet across the routing core to the egress interface.

The QDDI M nodel relaxes this restriction, to allow infornation about
the treatnent that a packet received on an ingress interface to be
conmuni cated al ong with the packet to the egress interface. (This
rel axation adds a capability that is present in many networKk
devices.) QDI Mrepresents this information transfer in terns of a
packet preanble, which is how many devices inplenent it. But

i npl enentations are free to use other nechani sns to achieve the sane

result.
S +
| Meter-A
a | | b d
---> In-|---PM1--->
| | ¢ e
| Qut-|---PM2--->
S +

Figure 3: Meter Followed by Two Preanbl e Markers

Fi gure 3 shows an exanple in which neter results are captured in a
packet preanble. The arrows |abeled with single letters represent

i nstances of either the NextService association (a, d, and e), or of
its peer association NextServiceAfterMeter (b and c). Preanbl eMarker
PM1 adds to the packet preanble an indication that the packet exited
Meter A as conforning traffic. Similarly, PreanbleMarker PM 2 adds to
t he preanbl es of packets that come through it indications that they
exited Meter A as nonconforming traffic. A Preanbl eMarker appends
its information to whatever is already present in a packet preanble,
as opposed to overwiting what is already there.

To foster interoperability, the basic fornmat of the information
captured by a Preanbl eMarker is specified. (Inplenentations, of
course, are free to represent this information in a different way
internally - this is just howit is represented in the nodel.) The
information is represented by an ordered, nulti-valued string
property FilterltenList, where each individual value of the property
is of the form"<type>, <value>". \WWen a Preanbl eMarker "appends" its
information to the information that was already present in a packet
preanble, it does so by adding additional itens of the indicated
format to the end of the list.
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QDI M provides a limted set of <type>'s that a Preanbl eMarker nmay
use:

o Conform ngFromveter: the value is the nanme of the neter

o PartConform ngFronmveter: the value is the name of the neter
o NonConform ngFromVeter: the value is the name of the neter.
o Manld: the value is the virtual LAN identifier (VLAN ID).

| npl enent ati ons may recogni ze other <type>'s in addition to these.

If collisions of inplenentation-specific <type>'s becone a problem

it is possible that <type>s nay beconme an | ANA-adm ni stered range in
a future revision of this docunent.

To make use of the information that a Preanbl eMarker stores in a
packet preanble, a specific subclass PreanbleFilter of
FilterEntryBase is defined, to match on the "<type>, <val ue>" strings.
To sinplify the case where there’s just a single level of netering in
a device, but different individual neters on each ingress interface,
Preanbl eFilter allows a wildcard "any" for the <value> part of the
three neter-related filters. Wth this wildcard, an adm nistrator
can specify a Classifier to select all packets that were found to be
conformng (or partially conform ng, or non-conformng) by their
respective nmeters, wthout having to name each nmeter individually in
a separate O assifierEl enent.

Once a neter result has been stored in a packet preanble, it is

avail abl e for any subsequent Classifier to use. So while the
nmotivation for this capability has been described in terns of
preserving QoS conditioning information froman ingress interface to
an egress interface, a prior neter result may al so be used for

cl assifying packets later in the datapath on the sane interface where
the neter resides.

3.9. C(dassifiers, FilterLists, and Filter Entries

Thi s docunment uses a nunber of classes to nodel the classifiers
defined in [ DSMODEL]: C assifierService, CassifierEl enent,
FilterList, FilterEntryBase, and various subcl asses of
FilterEntryBase. There are also two associations invol ved:
ClassifierEl ementUsesFilterList and EntrieslnFilterList. The QD M
nodel makes no use of CIMs FilterEntry cl ass.

In [DSMODEL], a single traffic streamcoming into a classifier is

split into multiple traffic streans leaving it, based on which of an
ordered set of filters each packet in the incom ng stream matches. A
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filter matches either a field in the packet itself, or possibly other
attributes associated with the packet. |In the case of a multi-field
(MF) classifier, packets are assigned to output streanms based on the
contents of nultiple fields in the packet header. For exanple, an M
classifier mght assign packets to an output stream based on their
conpl ete | P-addressing 5-tuple.

To optinize the representation of M- classifiers, subclasses of
FilterEntryBase are introduced, which allow multiple rel ated packet
header fields to be represented in a single object. These subcl asses
are | PHeaderFilter and 8021Filter. Wth |IPHeaderFilter, for exanple,
criteria for selecting packets based on all five of the IP 5-tuple
header fields and the DiffServ DSCP can be represented by a
FilterLi st containing one | PHeaderFilter object. Because these two
cl asses have applications beyond those considered in this docunent,
they, as well as the abstract class FilterEntryBase, are defined in
the nore general docunent [PCl ME] rather than here.

The FilterlList object is always needed, even if it contains only one
filter entry (that is, one FilterEntryBase subcl ass) object. This is
because a ClassifierEl enent can only be associated with a Filter

Li st, as opposed to an individual FilterEntry. FilterList is also
defined in [PCl Mg]

The EntriesinFilterList aggregation (also defined in [PCIME]) has a
property EntrySequence, which in the past (in CM could be used to
specify an evaluation order on the filter entries in a FilterlList.
Now, however, the EntrySequence property supports only a single
value: '0'. This value indicates that the FilterEntries are ANDed
together to determ ne whether a packet natches the MF sel ector that
the FilterList represents.

A ClassifierEl enent specifies the starting point for a specific
policy or data path. Each C assifierEl enent uses the

Next Servi ceAfter C assi fi er El ement associ ation to deternine the next
conditioning service to apply for packets to.

A ClassifierService defines a grouping of O assifierElenents. There
are certain instances where a ClassifierService actually specifies an
aggregation of C assifierServices. One practical case would be where
each C assifierService specifies a group of policies associated with
a particular application and another C assifierService groups the
application-specific CassifierService instances. |In this particular
case, the application-specific ClassifierService instances are
speci fi ed once, but uni que conbinations of these C assifierServices
are specified, as needed, using other CassifierService instances.
ClassifierService instances groupi ng other C assifierService

i nstances nmay not specify a FilterList using the

Moore, et al. St andards Track [ Page 22]



RFC 3670 QS Device Datapath Info Mdel January 2004

Cl assifierEl ementUsesFil terLi st association. This special use of
ClassifierService serves just as a Classifier collecting function.

3.10. Mbddeling of Droppers

In [ DSMODEL], a distinction is nmade between absol ute droppers and
algorithmc droppers. In QODIM both of these types of droppers are
nodel ed with the DropperService class, or with one of its subcl asses.
In both cases, the queue fromwhich the dropper drops packets is tied
to the dropper by an instance of the NextService association. The
dropper always plays the PrecedingService role in these associations,
and the queue always plays the Foll ow ngService role. There is

al ways exactly one queue fromwhich a dropper drops packets.

Si nce an absol ute dropper drops all packets in its queue, it needs no
configurati on beyond a NextService tie to that queue. For an
al gorithm c dropper, however, further configuration is needed:

o0 a specific drop algorithm

o paraneters for the algorithm (for exanple, token bucket size);
0 the source(s) of input(s) to the algorithm

0 possibly per-input paranmeters for the al gorithm

The first two of these itens are represented by properties of the
Dr opper Servi ce class, or properties of one of its subclasses. The
| ast two, however, involve additional classes and associ ati ons.

3.10.1. Configuring Head and Tail Droppers

The HeadTai | DropQueueBi nding is the association that identifies the

i nputs for the algorithmexecuted by a tail dropper. This
association is not used for a head dropper, because a head dropper

al ways has exactly one input to its drop algorithm and this input is
al ways the queue fromwhich it drops packets. For a tail dropper,
this association is defined to have a many-to-many cardinality.

There are, however, two distinct cases:

One dropper bound to many queues: This represents the case where the
drop algorithmfor the dropper involves inputs fromnore than one
queue. The dropper still drops fromonly one queue, the one to which
it is tied by a NextService association. But the drop decision my
be influenced by the state of several queues. For the classes
HeadTai | Dr opper and HeadTai | Dr opQueueBi ndi ng, the rule for conbining
the nultiple inputs is sinmple addition: if the sumof the |engths of
the nonitored queues exceeds the dropper’s QueueThreshol d val ue, then
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packets are dropped. This rule for conbining inputs nay, however, be
overridden by a different rule in subclasses of one or both of these
cl asses.

One gqueue bound to many droppers: This represents the case where the
state of one queue (which is typically also the queue from which
packets are dropped) provides an input to nultiple droppers’ drop
algorithms. A use case here is a classifier that splits a traffic
streaminto, say, four parts, representing four classes of traffic.
Each of the parts goes through a separate HeadTail Dropper, then
they’'re re-nerged onto the same queue. The net is a single queue
contai ning packets of four traffic types, with, say, the follow ng
drop threshol ds:

o] Class 1 - 90% full
o] Class 2 - 80%full
o] Class 3 - 70% full
o] Class 4 - 50% full

Here the percentages represent the overall state of the queue. Wth
this configuration, when the queue in question becones 50%full,
Class 4 packets will be dropped rather than joining the queue, when
it becomes 70%full, Cass 3 and 4 packets will be dropped, etc.

The two cases described here can al so occur together, if a dropper
receives inputs fromnmultiple queues, one or nore of which are also
provi ding i nputs to other droppers.

3.10.2. Configuring RED Droppers

Like a tail dropper, a RED dropper, represented by an instance of the
REDDr opper Servi ce class, nmay take as its inputs the states of
multiple queues. In this case, however, there is an additional step:
each of these inputs may be snoothed before the RED dropper uses it,
and the snoot hing process itself nust be paraneterized. Consequently,
in addition to REDDropper Service and Queui ngService, a third class,
DropThr eshol dCal cul ati onService, is introduced, to represent the
per - queue paraneterization of this snpothing process.
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The followi ng instance diagramillustrates how these cl asses work
wi th each other:

DTICS-1 DICS-2  DTCS-3
|

I I
Q1 Q2 Q3
Figure 4. Inputs for a RED Dropper

So REDDr opper Servi ce-A (RDSvc-A) is using inputs fromthree queues to
make its drop decision. (As always, RDSvc-A is linked to the queue
fromwhich it drops packets via the NextService association.) For
each of these three queues, there is a
(DropThreshol dCal cul ati onServi ce) DTCS instance that represents the
smoot hi ng wei ght and time interval to use when | ooking at that queue.
Thus each DTCS instance is tied to exactly one queue, although a
singl e queue may be exam ned (with different weight and tinme val ues)
by multiple DTCS instances. Also, a DICS instance and the queue
behind it can be thought of as a "unit of reusability”". So a single
DTCS can be referred to by nultiple RDSvc’s.

Unless it is overridden by a different rule in a subclass of

REDDr opper Servi ce, the rule that a RED dropper uses to conbine the
snmoot hed i nputs fromthe DICS' s to create a value to use in nmaking
its drop decision is sinple addition.

3.11. Modeling of Queues and Schedul ers

In order to appreciate the rationale behind this rather conplex nodel
for scheduling, we nust consider the rather conplex nature of

schedul ers, as well as the extreme variations in algorithns and

i npl enentations. Although these variations are broad, we have
identified four exanples that serve to test the nodel and justify its
conpl exity.

3.11.1. Sinple Hierarchical Scheduler

A sinple, hierarchical schedul er has the foll owing properties. First,
when a scheduling opportunity is given to a set of queues, a single,
vi abl e queue is determ ned based on sone scheduling criteria, such as
bandwi dth or priority. The output of the scheduler is the input to
anot her scheduler that treats the first scheduler (and its queues) as
a single logical queue. Hence, if the first schedul er determ ned the
appropriate packet to rel ease based on a priority assigned to each
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queue, the second schedul er m ght specify a bandw dth
limt/allocation for the entire set of queues aggregated by the first
schedul er.
A + Next Ser vi ce
| QUEUI NSV CH- - - = - o oo oo +
| Name=EF1 | |
| | QueueTo R + El enent Sched |
| Fomm - +PrioritySched +--------------- + |
R + Schedul e | El enent | Service | ]
| Name=EF1-Pri | | v
| Priority=1 | A +-+-+
e + | Schedul i ngSve +
| Nane=Pri Schedl+
SR + SN, +- - -+
| PrioritySched | El enentSched | 7
R + | El enent R + |
| Queui ngSvc| QueueTo | Nane=AF1x-Pri| Service |
| Nanme=AF1x+------------ + Priority=2 | |
| | Schedul e e + |
| | Next Servi ce |
| o mm e o e e e e e e e e e e e e e e e e e e e memmemao- +
NS, +
A + Next Schedul er
| Schedul i NGSVC == - - o m oo oo e e o +
| Nane=Pri Schedl] |
+o---- - +o---- - + R LT +El enent SchedSvc|
| SchedToSched | AllocationScheduling+-------- + |
A +El ement | | |
| Nane=Pri Schedl- Band| | |
| Units=Bytes | | v
| Bandwi dt h=100 | +------ +o----- +- -+
R LT + | Schedul i ngSvc |
| Name=BandSchedl|
Fom e e oo + H------ Fo-m oo - +- -+
| Al l ocati onSchedul i ng| | n
A + | El enent R +
| Queui ngService | | Nane=BE- Band | El enment SchedSvc|
| Name=BE | QueueTo+ Units=Bytes | |
| |------- + Bandwi dt h=50 | |
| | Sched +-----------umo-- + |
| | Next Servi ce |
| ot +
SRS +

Figure 5. Exanple 1: Sinple Hierarchical
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Figure 5 illustrates the exanple and how it would be instantiated
using the nodel. 1In the figure, NextService determ nes the first
schedul er after the queue. NextSchedul er determi nes the
subsequent ordering of schedulers. |In addition, the

El enent Schedul i ngServi ce associ ati on determ nes the set of
schedul i ng paraneters used by a specific scheduler. Scheduling

paraneters can be bound either to queues or to schedulers. In
the case of the SchedulingEl ement EF1-Pri, the binding is to a
gqueue, so the QueueToSchedul e association is used. In the case

of the Schedul i ngEl ement Pri Schedl-Band, the binding is to

anot her schedul er, so the Schedul er ToSchedul e association is
used. Note that due to space constraints of the docunent, the
Schedul i ngServi ce PRI Schedl is represented twi ce, to show how it
is connected to all the other objects.

3.11. 2. Conpl ex Hierarchical Scheduler

A conpl ex, hierarchical scheduler has the sane characteristics as
a sinple schedul er, except that the criteria for the second
schedul er are deternined on a per queue basis rather than on an
aggregate basis. One scenario night be a set of bounded priority
schedulers. In this case, each queue is assigned a relative
priority. However, each queue is also not allowed to exceed a
bandwi dth all ocation that is unique to that queue. In order to
support this scenario, the queue nust be bound to two separate
schedul ers. Figure 6 illustrates this situation, by describing
an EF queue and a best effort (BE) queue both pointing to a
priority schedul er via the NextService association. The

Next Schedul er associ ati on between the priority scheduler and the
bandw dth scheduler in turn defines the ordering of the
scheduling hierarchy. Al so note that each schedul er has a

di stinct set of scheduling paraneters that are bound back to each
queue. This denonstrates the need to support two or nore
paraneter sets on a per queue basis.
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T +
| Queui ngService |
| Nanme=EF |
| | QueueTo e +El ement SchedSvc
| AR +Al | ocati onSched +-------- +
e R +Schedul e | El enent | |
| | | Name=BandEF | |
| | QueueTo | Units=Bytes | |
| | Schedul e | Bandwi dt h=100 | |
| | . + ------ N +
| | | Schedul i ngSvc |
| | A + | Name=BandSched |
| - - +PrioritySchedul i ng| R L +- - ++
| | El emrent | A
| | Nane=Pri EF | EI enent SchedSvc |
| | Priority=1 o + |
| RRRREEEPEEERTEEES + | |
| Next Ser vi ce | ||
e + | |
| | |
Next Servi ce | | ||
e +] |
I ||| |
| A +El enent SchedSve | | | [
| | PrioritySchedul i ng+-------- + | | | [
I | El ement I I |1 |
| | Name=Pri BE | | VARVAN [
| +------ + Priority=2 | R +- +-+-+Next| |
| | A + | Schedul i ngService +----+ |
| | | Name=Pri Sched | Sched |
| R RRRERECETEEEE + |
| | QueueTo |
| | Schedul e LT + |
| | | Al'l ocati onSched | El enent SchedSvc |
R T + | El ermrent R T +
| Queui ngSer vi ce| QueueTo | Nane=BandBE |
| Nanme=BE AR EE T + Uni t s=Bytes |
| | Schedul e | Bandwi dt h=50 |
| | . +
SR +

Figure 6. Exanple 2: Conplex Hi erarchical Schedul er
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3.11.3. Excess Capacity Schedul er

An excess capacity scheduler offers a similar requirement to support
two scheduling paraneter sets per queue. However, in this scenario
the reasons are a little different. Suppose a set of queues have
each been assigned bandwidth Iinits to ensure that no traffic class
starves out another traffic class. The result may be that one or
nore queues have exceeded their allocation while the queues that
deserve scheduling opportunities are enpty.

The question then is howis the excess (idle) bandw dth all ocat ed.
Concei vably, the scheduling criteria for excess capacity are
conpletely different fromthe criteria that determine allocations
under uniformload. This could be supported with a scheduling

hi erarchy. However, the problemis that the criteria for using the
subsequent scheduler are different fromthose in the last two cases.
Specifically, the next schedul er should only be used if a scheduling
opportunity exists that was passed over by the prior schedul er.

When a schedul er chooses to forgo a scheduling decision, it is
behavi ng as a non-work conserving scheduler. Wrk conserving
schedul ers, by definition, will always take advantage of a scheduling
opportunity, irrespective of which queue is being serviced and how
much bandwi dth it has consuned in the past. This point |eads to an
interesting insight. The semantics of a non-work conserving
schedul er are equivalent to those of a neter, in that if a packet is
in profile it is given the scheduling opportunity, and if it is out
of profile it does not get a scheduling opportunity. However, with
neters there are semantics that determ ne the next action behavior
when the packet is in profile and when the packet is out of profile.
Simlarly, with the non-work conserving schedul er, there needs to be
a means for determining the next schedul er when a schedul er chooses
not to utilize a scheduling opportunity.

Figure 7 illustrates this last scenario. It appears very sinmlar to
Figure 6, except that the binding between the allocation schedul er
and the WRR schedul er is using a Fail Next Schedul er association. This
association is explicitly indicating the fact that the only tinme the
VWRR schedul er woul d be used is when there are non-enpty queues that
the allocation scheduler rejected for scheduling consideration. Note
that Figure 7 is inconplete, in that typically there would be severa
nore queues that are bound to an allocation scheduler and a WRR
schedul er.
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Fomm oo oo - +
| Queui ngSve |
| Nanme=EF |
I I
I I
S N +
| |
| | QueueTo
| | Schedul e L +
| | | Schedul i ngSvc |
| | A + | Name=WRRSched|
| +------ +Al | ocat i onSched | AR +-+-+
| | El emrent | N
| | Nane=BandEF | EI enent SchedSvc | |
| | Units=Bytes A R + | |
| | Bandwi dt h=100 | | | ]
| EERREREEEEEETEEEE + | ||
| Next Ser vi ce | ||
e + | ||
|| ||
Next Servi ce | | | |
e ] ||
I |11 ||
| A +El enent SchedSve | | | | |
| | Al'l ocati onSched R + | | | | |
I | El ement I I |11 ||
| | Name=Bandwi dt hAF1| | | | | | ]
| | Units=Bytes | | VARV | |
| 4------ + Bandwi dt h=50 | Ao +-+-++Fai | Next| |
| | A + | Schedul i ngService +-------- + |
| | QueueTo | Nane=BandSched | Schedul er |
| | Schedul e A + |
| | I
| oo + |
R + | WRRSchedul i ngEl enent | |
| Queui ngSer vi ce| QueueTo | Name=WRRBE L +
| Name=BE L + Wei ght =30 | El ement SchedSvc
T +Schedul e oo +

Figure 7. Exanple 3: Excess Capacity Schedul er
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3.11.4. Hierarchical CBQ Schedul er

A hierarchical class-based queuing (CBQ scheduler is the fourth
scenari o to be considered. In hierarchical CBQ each queue is

all ocated a specific bandwi dth allocation. Queues are grouped
together into a | ogical scheduler. This logical scheduler in turn
has an aggregate bandwi dth allocation that equals the sumof the
queues it is scheduling. |In turn, |ogical schedulers can be
aggregated into higher-1evel |ogical schedulers. Changing

per spectives and | ooking top down, the top-nost |ogical schedul er has
100% of the link capacity. This allocation is parceled out to

| ogi cal schedulers belowit such that the sumof the allocations is
equal to 100% These second tier schedulers may in turn parcel out
their allocation across a third tier of schedulers and so forth until
the lowest tier that parcels out their allocations to specific queues
representing relatively fine-grained classes of traffic. The unique
aspect of hierarchical CBQis that when there is insufficient

bandw dth for a specific allocation, schedulers higher in the tree
are tested to see if another portion of the tree has capacity to
spare.

Figure 8 denponstrates this exanple with two tiers. The exanple is
split in half because of space constraints, resulting in the CBQTlierl
schedul i ng service instance being represented twi ce. Note that the
total allocation at the top tier is 50 Mo. The voice allocation is
22 Mb. The remaining 23 M) is split between FTP and Web. Hence, if
Web traffic is actually consunming 20 Mo (5 Mo in excess of the
allocation). If FTP is consuning 5 My, then it is possible for the
CBQrlierl scheduler to offer 3Mb of its allocation to Wb traffic.
However, this is not enough, so the Fail Next Schedul er associ ation
needs to be traversed to deternmine if there is any excess capacity
avail able fromthe voice class. |If the voice class is only consum ng
15 Mo of its 22 M allocation, there are sufficient resources to
allow the web traffic through. Note that Fail NextScheduler is used
as the association. The reason is because the CBQTlierl scheduler in
fact failed to schedul e a packet because of insufficient resources.

It is conceivable that a variant of hierarchical CBQ allows a

hi erarchy for successful scheduling as well. Hence, both
associ ati ons are necessary.

Note that due to space constraints of the docunent, the

Schedul i ngService CBQlierl is represented twice, to show howit is
connected to all the other objects.
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A + Next Servi ce
| QUEUI NQSVC == - - - oo e +
| Name=Web | |
| | QueueTo+---------------- + El ement SchedSve |
| +o---- - +Al | ocationSched +---------------- + |
A +Sched | El enent | | |
| Nane=Web- Al l oc | | v
| Bandwi dt h=15 | A +-+-+
e + | Schedul i ngSve +
| Nane=CBQTierl +
T + Fomm oo +- -+
| Al l ocati onSched | El ement SchedSve| *
A + | El enent L + |
| Queui ngSvc | QueueTo| Name=FTP-Al |l oc | |
| Name=FTP +------- + Bandw dt h=8 | |
| | Sched +---------------- + |
| | Next Servi ce |
| o m e e e e e e e e e e e e e e e e e e me e meama—o- +
Fomm oo +
A + Fai | Next Schedul er
| Schedul i NQSVC - - - - - o m e o e e +
| Name=CBQTi erl |
oo oo + A LT +El ement SchedSvc|
| SchedToSched | AllocationScheduling +-------- + |
e R +El enent | | |
| Name=LowPri-Alloc | | |
| Bandwi dt h=23 | | v
o e e e e oo + o H----- Fo-m oo - +- +
| Schedul i ngSvc |
| Nanme=CBQrlo |
o m e e e e e e oo + Fomm oo oo oo - +- -+
| Al l ocati onSchedul i ng | El enent SchedSve | »
A + | El enent L + |
| Queui ngSvc | QueueTo| Nanme=BE- Band | |
| Nane=Voice +------- + Bandwi dt h=22 | |
| | Sched +------cc-ocmmnannnaa. + |
| | Next Servi ce |
| o m m o m o e e e e e o e e e e e e e e e e e e e memma——-- +
Fomm oo oo - +

Figure 8. Exanple 4: Hierarchical CBQ Schedul er
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4. The O ass Hierarchy

The followi ng sections present the class and associ ati on hierarchies
that together conprise the information nodel for nodeling QS
capabilities at the device |evel

4.1. Associations and Aggregations

Associ ations and aggregations are a nmeans of representing

rel ationshi ps between two (or theoretically nore) objects.

Dependency, aggregation, and other relationships are nodel ed as

cl asses containing two (or nore) object references. It should be

not ed that aggregations represent either "whole-part" or "collection"
rel ationships. For exanple, aggregation can be used to represent the
contai nnent relationship between a system and the conponents that
constitute the system

Si nce associ ati ons and aggregati ons are classes, they can benefit
fromall of the object-oriented features that other non-relationship
cl asses have. For exanple, they can contain properties and nethods,
and i nheritance can be used to refine their semantics such that they
represent nore specialized types of their superclasses.

Note that an association (or an aggregation) object is treated as an
atom c unit (individual instance), even though it relates/collects/is
conprised of nmultiple objects. This is a defining feature of an
associ ation (or an aggregation) - although the individual elenents
that are related to other objects have their own identities, the
associ ation (or aggregation) object that is constructed using these
objects has its own identity and nane as well.

It is inportant to note that associations and aggregati ons form an

i nheritance hierarchy that is separate fromthe class inheritance

hi erarchy. Al though associ ati ons and aggregations are typically bi-
directional, there is nothing that prevents hi gher order associations
or aggregations from being defined. However, such associations and
aggregations are inherently nore conplex to define, understand, and
use. In practice, associations and aggregations of orders higher
than binary are rarely used, because of their greatly increased
conplexity and lack of generality. Al of the associations and
aggregations defined in this nodel are binary.

Note al so that by definition, associations and aggregati ons cannot be
unary.
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Finally, note that associations and aggregations that are defined
between two cl asses do not affect the classes thenselves. That is,
the addition or deletion of an association or an aggregati on does not
affect the interfaces of the classes that it is connecting.

4.2. The Structure of the Cass Hi erarchies

The structure of the class, association, and aggregation cl ass

i nheritance hierarchies for managi ng the datapaths of QS devices is
shown, respectively, in Figure 9, Figure 10, and Figure 11. The
notation (CIMCORE) identifies a class defined in the Cl M Core nodel.
Pl ease refer to [CIM for the definitions of these classes.
Simlarly, the notation [PCIME] identifies a class defined in the
Policy Core Informati on Model Extensions docunment. This nodel has
been influenced by [CIM, and is conpatible with the Directory

Enabl ed Networks (DEN) effort.

+- - ManagedEl ement ( Cl MCORE)

I
+- - ManagedSyst enEl enent ( Cl MCORE)

||
+- - Logi cal El enent (Cl MCORE)

I
+--Service (Cl MCORE)

+- - Condi ti oni ngServi ce

+--Cl assifierService

| +--C assifierEl enent

+- - Met er Ser vi ce

| +--AverageRat eMet er Servi ce
I I+--EV\II/AI\/IE‘terServi ce

I +- - TokenBucket Met er Ser vi ce
I+- - Mar ker Servi ce

+- - Pr eanbl eMar ker Ser vi ce

I
+- - DSCPMar ker Ser vi ce

I

I

||

| +--TOSMar ker Servi ce
I

I

I
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(continued from previ ous page;
the first four elenments are repeated for convenience)

+- - ManagedEl ement ( Cl MCORE)

I
+- - ManagedSyst enEl enent ( Cl MCORE)

||
+- - Logi cal El enent (Cl MCORE)

I
+--Service (Cl MCORE)

| | +--8021QvarkerService
I

+- - Dr opper Ser vi ce

|
+- - HeadTai | Dr opper Servi ce

|
| -
| +--RedDropper Service
|
+

--Queui ngServi ce

+- - Packet Schedul i ngServi ce

I
+- - NonWor kConser vi ngSchedul i ngSer vi ce

--QoSServi ce

+--Di ff ServService

| +- - AFSer vi ce

+- - Fl owSer vi ce

I
I
I
I
I
I
I
I
I
I
I
I
I
+
I
I
I
I
I
I
I
+

--DropThreshol dCal cul ati onServi ce

-FilterEntryBase [ PCl Mg]

|
+-- | PHeader Fi l ter [ PCl VE]

I
+--8021Fi I ter [ PCl ME]

I
+--Preanbl eFil ter

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
+-
I
I
I
I
I
|
+--FilterList [PCl ME]

I
+- - Servi ceAccessPoi nt ( Cl MCORE)

+- - Pr ot ocol Endpoi nt

Moore, et al. St andards Track

January 2004

[ Page 35]



RFC 3670 QS Device Datapath Info Mdel January 2004

(continued from previ ous page;
the first four elenments are repeated for convenience)

+- - ManagedEl ement ( Cl MCORE)

I
+- - ManagedSyst enEl enent ( Cl MCORE)

||
+- - Logi cal El enent (Cl MCORE)

I+-- Servi ce (Cl MCORE)
--Col | ection (Cl MCORE)
I-I-- - Col | ecti onOf MBEs ( Cl MCORE)
+- - Buf f er Pool

I
I
I
I
+
I
I
I
I
I
+

--Schedul i ngEl enent

+-- Al l ocati onSchedul i ngEl enment

I
+- - WRRSchedul i ngEl enent
I

+--PrioritySchedul i ngEl ement
I
+- - BoundedPri ori t ySchedul i ngEl enent

Figure 9. dass Inheritance Hi erarchy
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The inheritance hierarchy for the associations defined in this
docunent is shown in Figure 10.

+- - Dependency ( Cl MCORE)

I
+- - Ser vi ceSAPDependency ( Cl MCORE)

+- -1 ngressCondi ti oni ngSer vi ceOnEndpoi nt
+- - Egr essCondi t i oni ngSer vi ceOnEndpoi nt

- - HeadTai | Dr opQueueBi ndi ng

--Provi desServi ceToEl enent ( Cl MCORE)

I
+- - Servi ceServi ceDependency (Cl MCORE)

I

I

I

I

+

| .

+- - Cal cul ati onBasedOnQueue
I

+

I

|

| +- - Cal cul ati onSer vi ceFor Dr opper
I

+- - QueueAl | ocati on

+--Cl assifierEl enent UsesFi |l t erLi st
- - AFRel at edSer vi ces

- - Next Ser vi ce

+- - Next Servi ceAfterd assi fi er El enent

I
+- - Next Schedul er

I
+- - Fai | Next Schedul er

_—_ Y —_—Yy—_———

+- - Next Servi ceAf t er Met er

I

+- - QueueToSchedul e

+- - Schedul i ngSer vi ceToSchedul e

Figure 10. Association Cass |Inheritance Hierarchy
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The inheritance hierarchy for the aggregations defined in this
docunent is shown in Figure 11.

+- - Menmber O Col | ecti on (Cl MCORE)
I
+- - Col | ect edBuf f er Pool

- - Component ( Cl MCORE)

|
+- - Servi ceConmponent ( Cl MCORE)

||
+- - QoSSubServi ce

I
+- - QSCondi ti oni ngSubSer vi ce

I
I
I
I
| +--CassifierEl enentlnC assifierService
I
+

I
I
+
I
I
I
I
I
I
I
I
| --EntrieslinFilterList [PCl Mg
I

+- - El ement | nSchedul i ngSer vi ce
Figure 11. Aggregation Cass |Inheritance Hierarchy
4.3. (Cass Definitions

This section presents the classes and properties that nake up the

I nformation Mddel for describing QS-related functionality in network
devi ces, including hosts. These definitions are derived from
definitions in the CIMCore nodel [CIM. Only the QS-rel ated

cl asses are defined in this docunment. However, other classes drawn
fromthe CIM Core nodel, as well as from[PCl ME], are descri bed
briefly. The reader is encouraged to ook at [CIM and at [PCl ME]
for further information. Associations and aggregations are defined
in Section 4.4.

4.3.1. The Abstract O ass ManagedEl enent

This is an abstract class defined in the Core Model of CIM It is
the root of the entire class inheritance hierarchy in CIM Anong the
associations that refer to it are two that are subclassed in this
docunent: Dependency and Menber O Col | ection, which is an aggregati on.
ManagedEl enment’ s properties are Caption and Description. Both are
free-formstrings to describe an instantiated object. Please refer
to [CM for the full definition of this class.
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4.3.2. The Abstract O ass ManagedSyst entl enent

This is an abstract class defined in the Core Model of CIM it is a
subcl ass of ManagedEl enent. ManagedSystentl enment serves as the base
class for the Physical El enent and Logi cal El ement cl ass hi erarchi es.
Logi cal El ement, in turn, is the base class for a nunber of inportant
CI M hi erarchies, including System Any distinguishabl e conponent of
a Systemis a candidate for inclusion in this class hierarchy,

i ncl udi ng physical conponents (e.g., chips and cards) and | ogical
conmponents (e.g., software conponents, services, and other objects).

None of the associations in which this class participates is used
directly in the QoS device state nodel. However, the aggregation
Conponent, which rel ates one ManagedSystentl enment to another, is the
base class for the two aggregations that formthe core of the QS
device state nodel: QoSSubService and QoSConditi oni ngSubServi ce.
Simlarly, the association ProvidesServi ceToEl enment, which relates a
ManagedSyst entl ement to a Service, is the base class for the nodel’s
Cal cul ati onServi ceFor Dropper associ ation

Please refer to [CIM for the full definition of this class.
4.3.3. The Abstract O ass Logical El enent

This is an abstract class defined in the Core Model of CIM It is a
subcl ass of the ManagedSystentl ement class, and is the base class for
all |ogical conmponents of a managed System such as Files, Processes,
or systemcapabilities in the formof Logical Devices and Services.
None of the associations in which this class participates is rel evant
to the QoS device state nodel. Please refer to [CIM for the full
definition of this class.

4.3.4. The Abstract C ass Service

This is an abstract class defined in the Core Model of CIM It is a
subcl ass of the Logical El enent class, and is the base class for al
objects that represent a "service" or functionality in a System A
Service is a general -purpose object that is used to configure and
manage the inplenentation of functionality. As noted above in
section 4.3.2, this class participates in the

Provi desServi ceToEl enent association. Please refer to [CIM for the
full definition of this class.

4.3.5. The O ass ConditioningService
This is a concrete subclass of the CIMCore class Service; it

represents the ability to define howtraffic is conditioned in the
data-forwardi ng path of a device. The subcl asses of
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4. 3.

Mbo

Condi ti oni ngServi ce define the particular types of conditioning that
are done. Six fundanental types of conditioning are defined in this
docunment. These are the services perfornmed by a classifier, a neter,
a marker, a dropper, a queue, and a scheduler. Qher, nore

sophi sticated types of conditioning may be defined in future
docunent s.

Condi ti oningService is a concrete class because at the tine it was
defined in CIM its superclass was concrete. Wile this class can be
instantiated, an instance of it would not acconplish anything,
because the nature of the conditioning, and the paraneters that
control it, are specified only in the subcl asses of

Condi ti oni ngSer vi ce.

Two associ ations in which ConditioningService participates are
critical to its usage in QS - QoSConditi oni ngSubServi ce and

Next Servi ce. QoSCondi ti oni ngSubServi ce aggr egat es

Condi ti oningServices into a particular QS service (such as AF), to
describe the specific conditioning functionality that underlies that
QoS service in a particular device. NextService indicates the
subsequent conditioning service(s) for different traffic streans.

The class definition is as foll ows:

NAME Condi ti oni ngServi ce

DESCRI PTI ON A concrete class to define how traffic
is conditioned in the data forwarding
path of a host or network device.

DERI VED FROM Servi ce
TYPE Concrete
PROPERTI ES (none)

6. The Class C assifierService

The concept of a Cassifier cones from|[DSMODEL]. C assifierService
is a concrete class that represents a logical entity in an ingress or
egress interface of a device, that takes a single input stream and
sorts it into one or nore output streanms. The sorting is done by a
set of filters that select packets based on the packet contents, or
possi bly based on other attributes associated with the packet. Each
output streamis the result of matching a particular filter.

The representation of classifiers in QDDIMis closely related to that
presented in [DSM B] and [ DSMODEL]. Rather than being |inked
directly to its FilterLists, a classifier is nodeled here as an
aggregation of ClassifierElements. Each of these ClassifierEl enents
is then linked to a single FilterList, by the association

Cl assi fierEl ement UsesFi |l terlList.
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4. 3.

Mbo

A Classifier is nodeled as a subclass of ConditioningService so that
it can be aggregated into a QoSService (using the

QoSCondi ti oni ngSubServi ce aggregation), and can use the Next Service
association to identify the subsequent Conditioni ngService objects
for the different traffic streans.

ClassifierService is designed to allow hierarchical classification.
When hierarchical classification is used, a O assifierEl ement nay
point to another C assifierService. Wen used for this purpose, the
ClassifierEl ement nmust not use the O assifierEl enent UsesFilterlList
associ ati on.

The class definition is as foll ows:

NANVE Cl assifierService

DESCRI PTI ON A concrete class describing how an input
traffic streamis sorted into nultiple
out put streans using one or nore

filters.
DERI VED FROM Condi ti oni ngServi ce
TYPE Concrete
PROPERTI ES (none)

7. The C ass C assifierEl enent

The concept of a CassifierEl enent cones from[DSMB]. This concrete
class represents the linkage, within a single C assifierService,
between a FilterList that specifies a set of criteria for selecting
packets fromthe stream of packets coming into the C assifierService,
and the next ConditioningService to which the sel ected packets go
after they leave the CassifierService. assifierEl enent has no
properties of its own. It is present to serve as the anchor for an
aggregation with its classifier, and for associations with its
FilterList and its next Conditioni ngService.

Wien a ClassifierElement is associated with a O assifierService

t hrough the Next Servi ceAfterC assifierEl ement association, the
ClassifierElement may not use the C assifierEl ement UsesFilterlList
association. Further, when a ClassifierElenent is associated with a
Cl assifierService as described above, the order of processing of the
associated ClassifierService is a function of the CassifierOder
property of the C assifierEl enmentlnC assifierService aggregation.

For example, lets assume the foll ow ng:

1. CassifierService (Cl) aggregates C assifierEl ements (E1), (E2)
and (E3), with relative CassifierOder values of 1, 2, and 3.
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2. CassifierElenents (E1) and (E3) associations to FilterLists (F1)
and (F3) respectively using the O assifierEl ement UsesFilterlList
associ ati on.

3. (El) & (E3) are associated with Meters (ML) and (M) through their
respective Next ServiceAfterd assifierEl enent associ ati ons.

4. (E2) is associated with CassifierService (C2) through its
Next Ser vi ceAfter Cl assi fi er El enent associ ati on.

5. CassifierService (C2) aggregates O assifierEl enents (E4) and (E5)
with relative OassifierOder values of 1 and 2.

6. ClassifierElements (E4) and (E5) have associations to FilterLists
(F4) and (F5) respectively using the
Cl assifierEl enment UsesFil terlList association.

In this exanple, packet processing would match FilterLists in the
order of (F1), (F4), (F5), and (F3).

The class definition is as foll ows:

NANVE Cl assi fier El ement

DESCRI PTI ON A concrete class representing
the process by which a classifier
uses a filter to sel ect packets
to forward to a specific next
condi ti oni ng service.

DERI VED FROM Cl assifierService
TYPE Concrete
PROPERTI ES (none)

4.3.8. The Cd ass MeterService

This is a concrete class that represents the netering of network
traffic. Metering is the function of nonitoring the arrival times of
packets of a traffic stream and deternining the | evel of conformance
of each packet with respect to a pre-established traffic profile. A
meter has the ability to invoke different ConditioningServices for
conform ng and non-conformng traffic. Traffic |eaving a neter may be
further conditioned (e.g., dropped or queued) by routing the packet
to another conditioning elenent. Please see [ DSMODEL] for nore

i nformati on on metering.

This class is the base class for defining different types of neters.
As such, it contains commobn properties that all neter subcl asses
share. It is nodeled as a ConditioningService so that it can be
aggregated into a QoSService (using the QSConditioni ngSubService
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association), to indicate that its functionality underlies that QS
service. MeterService also participates in the NextServiceAfterMter
association, to identify the subsequent Conditi oni ngService objects
for conform ng and non-conformng traffic.

The class definition is as foll ows:

NANVE Met er Servi ce

DESCRI PTI ON A concrete class describing the
nonitoring of traffic with respect to a
pre-established traffic profile.

DERI VED FROM Condi ti oni ngServi ce
TYPE Concrete
PROPERTI ES Met er Type, O her Met er Type,

Conf or mancelLevel s

Not e: The MeterType property and the Meter Service subcl asses provide
simlar information. The MeterType property is defined for query
purposes and for future expansion. It is possible that not al

Meter Services will require a subclass to define them In these
cases, MeterService will be instantiated directly, and the MeterType
property will provide the only way of identifying the type of the
net er.

4.3.8.1. The Property MeterType

This property is an enunerated 16-bit unsigned integer that is used
to specify the particular type of nmeter represented by an instance of
Met er Servi ce. The foll owi ng enuneration val ues are defi ned:

- O her

Aver age Rate Meter

Exponential |y Wi ghted Mving Average Meter
Token Bucket Meter

A WNPEF
1 1

Note: if the value of MeterType is not one of these four values, it
SHOULD be interpreted as if it had the value 1" (O her).

4.3.8.2. The Property O herMeterType
This is a string property that defines a vendor-specific description

of a type of neter. It is used when the value of the MeterType
property in the instance is equal to 1.
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4.3.8.3. The Property ConformancelLevel s

This property is a 16-bit unsigned integer. It indicates the nunber
of conformance | evels supported by the neter. For exanple, when only
"in profile" versus "out of profile"” netering is supported,

Conf or mancelLevel s is equal to 2.

4.3.9. The O ass AverageRat eMet er Servi ce

This is a concrete subclass of MeterService that represents a sinple
nmeter, called an Average Rate Meter. This type of neter neasures the
average rate at which packets are subnmitted to it over a specified
time. Packets are defined as conformant if their average arriva

rate does not exceed the specified nmeasuring rate of the neter. Any
packet that causes the specified nmeasuring rate to be exceeded is
defined to be non-conforming. For nore information, please see

[ DSMODEL] .

The class definition is as foll ows:

NAME Aver ageRat eMet er Servi ce

DESCRI PTI ON A concrete class classifying traffic as
ei ther conform ng or non-conforning,
dependi ng on whether the arrival of a
packet causes the average arrival rate
to exceed a pre-determ ned val ue.

DERI VED FROM Met er Ser vi ce
TYPE Concrete
PROPERTI ES Aver ageRate, Deltalnterva

4.3.9.1. The Property AverageRate

This is an unsigned 32-bit integer that defines the rate used to
determ ne whether adnitted packets are in conformance or not. The
value is specified in kilobits per second.

4.3.9.2. The Property Deltalnterval
This is an unsigned 64-bit integer that defines the tinme period over
whi ch the average neasurenent should be taken. The value is
specified in mcroseconds.

4.3.10. The C ass EWVAMet er Servi ce
This is a concrete subclass of the MeterService class that represents

an exponentially weighted noving average neter. This neter is a
sinple | owpass filter that neasures the rate of incom ng packets

Moore, et al. St andar ds Track [ Page 44]



RFC 3670 QS Device Datapath Info Mdel January 2004

over a small, fixed sanpling interval. Any adnitted packet that
pushes the average rate over a pre-defined linmt is defined to be
non-conforning. Please see [DSMODEL] for nore information

The class definition is as foll ows:

NANVE EVWAMet er Ser vi ce

DESCRI PTI ON A concrete class classifying admitted
traffic as either conform ng or non-
conform ng, dependi ng on whether the
arrival of a packet causes the average
arrival rate in a small fixed
sanpling interval to exceed a
pre-determ ned val ue or not.

DERI VED FROM Met er Ser vi ce
TYPE Concrete
PROPERTI ES AverageRate, Deltalnterval, Gain

4.3.10.1. The Property AverageRate

This property is an unsigned 32-bit integer that defines the average
rate agai nst which the sanpled arrival rate of packets should be
nmeasured. Any packet that causes the sanpled rate to exceed this
rate i s deened non-conformng. The value is specified in kilobits
per second.

4.3.10.2. The Property Deltalnterval

This property is an unsigned 64-bit integer that defines the sampling
interval used to neasure the arrival rate. The calculated rate is
averaged over this interval and checked agai nst the AverageRate
property. Al packets whose conputed average arrival rate is |ess
than the AverageRate are deenmed conform ng.

The value is specified in mcroseconds.
4.3.10.3. The Property Gain
This property is an unsigned 32-bit integer representing the
reci procal of the time constant (e.g., frequency response) of what is

essentially a sinple |l owpass filter. For exanple, the value 64 for
this property represents a time constant val ue of 1/64.
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4.3.11. The d ass TokenBucket Met er Servi ce

This is a concrete subclass of the MeterService class that represents
the netering of network traffic using a token bucket neter. Two
types of token bucket neters are defined using this class - a sinple,
t wo- par anet er bucket neter, and a nulti-stage neter.

A sinple token bucket usually has two paranmeters, an average token
rate and a burst size, and has two conformance |evels: "conformng"

and "non-conformng". This class also defines an excess burst size,
whi ch enabl es the neter to have three conformance |evels
("conform ng", "partially conform ng", and "non-conformng"). In

this case, packets that exceed the excess burst size are deened non-
conform ng, while packets that exceed the smaller burst size but are
| ess than the excess burst size are deened partially conformng.
Operation of these neters is described in [ DSMODEL] .

The class definition is as foll ows:

NAMVE TokenBucket Met er Servi ce

DESCRI PTI ON A concrete class classifying admitted
traffic with respect to a token bucket.
Either two or three | evels of
confornmance can be defi ned.

DERI VED FROM Met er Ser vi ce
TYPE Concrete
PROPERTI ES Aver ageRat e, PeakRat e,

Bur st Si ze, ExcessBurstSize
4.3.11.1. The Property AverageRate
This property is an unsigned 32-bit integer that specifies the
conmtted rate of the neter. The value is expressed in kilobits per
second.

4.3.11.2. The Property PeakRate

This property is an unsigned 32-bit integer that specifies the peak
rate of the neter. The value is expressed in kilobits per second.

4.3.11.3. The Property BurstSize
This property is an unsigned 32-bit integer that specifies the

maxi nrum nunber of tokens available for the cormitted rate (specified
by the AverageRate property). The value is expressed in kil obytes.
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4.3.11. 4. The Property ExcessBurstSize

This property is an unsigned 32-bit integer that specifies the
maxi num nunber of tokens avail able for the peak rate (specified by
the PeakRate property). The value is expressed in kil obytes.

4.3.12. The d ass Marker Service

This is a concrete class that represents the general process of
marking sonme field in a network packet with sone val ue. Subcl asses of
Mar ker Service identify particular fields to be marked, and introduce
properties to represent the values to be used in marking these
fields. Markers are usually invoked as a result of a preceding
classifier match. Operation of markers of various types is described
in [ DSMODEL] .

Mar ker Service is a concrete class because at the tine it was defined
in CIM its superclass was concrete. Wile this class can be

i nstantiated, an instance of it would not acconplish anything,
because both the field to be nmarked and the value to be used to mark
it are specified only in subclasses of Marker Servi ce.

Mar ker Service is nbodel ed as a ConditioningService so that it can be
aggregated into a QoSService (using the QSConditioni ngSubService
association) to indicate that its functionality underlies that QS
service. It participates in the NextService association to identify
t he subsequent Conditioni ngService object that acts on traffic after
it has been marked by the marker

The class definition is as foll ows:

NAME Mar ker Servi ce

DESCRI PTI ON A concrete class representing the
general process of marking a sel ected
field in a packet with a specified
val ue. Packets are marked in order
to control the conditioning that
they will subsequently receive.

DERI VED FROM Condi ti oni ngServi ce
TYPE Concrete
PROPERTI ES (none)

4.3.13. The d ass Preanbl eMar ker Servi ce

This is a concrete class that nodels the storing of traffic-
conditioning results in a packet preanble. See Section 3.8.3 for a
di scussi on of how, and why, QDDI M nodels the capability to store
these results in a packet preanble. An instance of
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Preanbl eMar ker Servi ce appends to a packet preanble a two-part string
of the form"<type>, <value>". Section 3.8.3 provides a list of the

<type> strings defined by QDDIM I nplenentati ons may support other

<type>'s in addition to these.

The class definition is as foll ows:

NAME Preanbl eMar ker Ser vi ce

DESCRI PTI ON A concrete class representing the saving
of traffic-conditioning results in a
packet preanbl e.

DERI VED FROM Mar ker Ser vi ce
TYPE Concrete
PROPERTI ES Filterltenlist[ ]

4.3.13.1. The Miulti-valued Property Filterltenlist

This property is an ordered list of strings, where each string has
the format "<type>, <value>". See Section 3.8.3 for a list of
<type>'s defined in QDDIM and the nature of the associated <val ue>
for each of these types.

4.3.14. The C ass ToSMar ker Servi ce

This is a concrete class that represents the marking of the ToS field
in the | Pv4 packet header [R791]. Followi ng commbn practice, the
value to be witten into the field is represented as an unsi gned 8-
bit integer.

The class definition is as foll ows:

NAME ToSMar ker Ser vi ce

DESCRI PTI ON A concrete class representing the
process of marking the type of service
(ToS) field in the |IPv4 packet header
with a specified value. Packets are
marked in order to control the
conditioning that they will subsequently

receive.
DERI VED FROM Mar ker Ser vi ce
TYPE Concrete
PROPERTI ES ToSVal ue
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4.3.14.1. The Property ToSVal ue

This property is an unsigned 8-bit integer, representing a value to
be used for nmarking the type of service (ToS) field in the |IPv4
packet header. The ToS field is defined to be a conplete octet, so
the range for this property is 0..255. Sone inplenentations,

however, require that the | owest-order bit in the ToS field always be

"0’. Such an inplenentation is consequently unable to support an odd
TosVal ue.

4.3.15. The C ass DSCPMar ker Servi ce

This is a concrete class that represents the nmarking of the
differentiated services codepoint (DSCP) within the DS field in the

| Pv4 and | Pv6 packet headers, as defined in [R2474]. Foll ow ng conmmon
practice, the value to be witten into the field is represented as an
unsi gned 8-bit integer.

The class definition is as foll ows:

NAME DSCPMar ker Ser vi ce

DESCRI PTI ON A concrete class representing the
process of marking the DSCP field
in a packet with a specified
val ue. Packets are marked in order
to control the conditioning that
they will subsequently receive.

DERI VED FROM Mar ker Ser vi ce
TYPE Concrete
PROPERTI ES DSCPVal ue

4.3.15.1. The Property DSCPVal ue

This property is an unsigned 8-bit integer, representing a value to
be used for nmarking the DSCP within the DS field in an IPv4 or |Pv6
packet header. Since the DSCP consists of 6 bits, the values for
this property are limted to the range 0..63. Wen the DSCP is

mar ked, the remaining two bit in the DS field are | eft unchanged.

4,3.16. The O ass 8021Qvarker Servi ce

This is a concrete class that represents the marking of the user
priority field defined in the | EEE 802.1Q specification [|EEE802(Q .
Fol | owi ng common practice, the value to be witten into the field is
represented as an unsigned 8-bit integer.
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The class definition is as foll ows:

NAME 8021Qvar ker Ser vi ce

DESCRI PTI ON A concrete class representing the
process of marking the Priority
field in an 802. 1Q conpliant frane
with a specified value. Franes are
marked in order to control the
conditioning that they wll
subsequently receive.

DERI VED FROM Mar ker Ser vi ce
TYPE Concrete
PROPERTI ES PriorityVal ue

4.3.16.1. The Property PriorityVal ue

This property is an unsigned 8-bit integer, representing a value to
be used for marking the Priority field in the 802.1Q header. Since
the Priority field consists of 3 bits, the values for this property
are limted to the range 0..7. Wen the Priority field is marked,
the remaining bits inits octet are | eft unchanged.

4.3.17. The O ass Dropper Service

This is a concrete class that represents the ability to selectively
drop network traffic, or to invoke another ConditioningService for
further processing of traffic that is not dropped. This is the base
class for different types of droppers. Droppers are distinguished by
the algorithmthat they use to drop traffic. Please see [ DSMODEL]
for more informati on about the various types of droppers. Note that
this class enconpasses both Absol ute Droppers and Al gorithnic

Dr oppers from [ DSMODEL] .

Dr opper Service is nodel ed as a ConditioningService so that it can be
aggregated into a QoSService (using the QSConditioni ngSubService
association) to indicate that its functionality underlies that QoS
service. It participates in the NextService association to identify
t he subsequent Conditioni ngService object that acts on any remmining
traffic that is not dropped.

Next Servi ce has special semantics for droppers, in addition to the
general "what happens next" semantics that apply to all

Condi ti oni ngServi ces. The queue(s) fromwhich a particul ar dropper
drops packets are identified by followi ng chain(s) of NextService
associ ations "rightwards" fromthe dropper until they reach a queue.
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The class definition is as foll ows:

NANVE Dr opper Ser vi ce

DESCRI PTI ON A concrete base class describing the
common characteristics of droppers.

DERI VED FROM Condi ti oni ngServi ce

TYPE Concrete

PROPERTI ES Dr opper Type, O her Dropper Type, DropFrom

Not e: The Dropper Type property and the Dropper Service subcl asses
provide sinmilar information. The DropperType property is defined for
query purposes, as well as for those cases where a subclass of

Dr opper Service is not needed to nodel a particular type of dropper.
For exampl e, the Absolute Dropper defined in [ DSMODEL] is nodel ed as
an instance of the DropperService class with its DropperType set to
"4 (" Absolute Dropper").

4.3.17.1. The Property DropperType

This is an enunerated 16-bit unsigned integer that defines the type
of dropper. Values include:

- O her

- Random

- HeadTai |

- Absol ute Dropper

A WNPEF

Note: if the value of DropperType is not one of these four values, it
SHOULD be interpreted as if it had the value 1" (O her).

4.3.17.2. The Property O herDropper Type
This string property is used in conjunction with the DropperType
property. Wen the value of DropperType is "1 (i.e., OQher), then
the nanme of the type of dropper appears in this property.

4.3.17.3. The Property DropFrom
This is an unsigned 16-bit integer enuneration that indicates the
point in the associ ated queue from whi ch packets shoul d be dropped.
Defined enunerati on val ues are:

o unknown(0)

o head(1)
o tail(2)
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Note: if the value of DropFromis 0 (unknown), or if it is not one
of the three values listed here, then packets MAY be dropped from any
| ocation in the associated queue.

4.3.18. The O ass HeadTai |l Dropper Servi ce

This is a concrete class that represents the threshold infornation of
a head or tail dropper. The inherited property DropFrom i ndi cates
whet her a particular instance of this class represents a head dropper
or a tail dropper.

A head dropper always exami nes the sane queue fromwhich it drops
packets, and this queue is always related to the dropper as the
following service in the NextService association.

The class definition is as foll ows:

NANVE HeadTai | Dr opper Servi ce

DESCRI PTI ON A concrete class used to descri be
a head or tail dropper.

DERI VED FROM Dr opper Ser vi ce

TYPE Concrete

PROPERTI ES QueueThreshol d

4.3.18.1. The Property QueueThreshold

This is an unsigned 32-bit integer that indicates the queue depth at
which traffic will be dropped. For a tail dropper, all newy
arriving traffic is dropped. For a head dropper, packets at the
front of the queue are dropped to nmake room for new packets, which
are added at the end. The value is expressed in bytes.

4.3.19. The d ass REDDr opper Servi ce

This is a concrete class that represents the ability to drop network
traffic using a Random Early Detection (RED) algorithm This
algorithmis described in [RED]. The purpose of a RED algorithmis
to avoid congestion (as opposed to managi ng congestion). |Instead of
waiting for the queues to fill up, and then dropping | arge nunbers of
packets, RED works by nonitoring the average queue depth. When the
queue depth exceeds a m nimumthreshol d, packets are randomy

di scarded. These discards cause TCP to slowits transmission rate
for those connections that experienced the packet discards. O her
TCP connections are not affected by these discards. Please see

[ DSMODEL] for nore informati on about a dropper.
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A RED dropper always drops packets froma single queue, which is
related to the dropper as the follow ng service in the NextService
associ ation. The queue(s) exam ned by the drop algorithmare found
by follow ng the Cal cul ati onServi ceFor Dropper association to find the
dropper’s DropThreshol dCal cul ati onServi ce, and then follow ng the

Cal cul ati onBasedOnQueue associ ation(s) to find the queue(s) being

wat ched.

The class definition is as foll ows:

NANVE REDDr opper Ser vi ce

DESCRI PTI ON A concrete class used to describe
dr oppi ng using the RED al gorithm (or
one of its variants).

DERI VED FROM Dr opper Ser vi ce
TYPE Concrete
PROPERTI ES M nQueueThreshol d, MaxQueueThr eshol d,

Threshol dUnits, StartProbability,
St opProbability

NOTE: In [DSMB], there is a single diffServRandonDropTabl e, which
represents the general category of randomdropping. (RED is one type
of random dropping, but there are al so types of random droppi ng
distinct fromRED.) The REDDropperService class corresponds to the
colums in the table that apply to the RED algorithmin particul ar

4.3.19.1. The Property M nQueueThreshol d

This is an unsigned 32-bit integer that defines the nini num average
queue depth at which packets are subject to being dropped. The units
are identified by the Threshol dUnits property. The slope of the drop
probability function is described by the Start/ StopProbability
properties.

4.3.19.2. The Property MaxQueueThreshol d

This is an unsigned 32-bit integer that defines the nmaxi num average
queue |l ength at which packets are subject to always being dropped,
regardl ess of the dropping algorithmand probabilities being used.
The units are identified by the Threshol dUnits property.

4.3.19.3. The Property ThresholdUnits
This is an unsigned 16-bit integer enuneration that identifies the

units for the M nQueueThreshol d and MaxQueueThreshol d properti es.
Def i ned enuneration val ues are:
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0 byt es(1)
0 packet s(2)

Note: if the value of ThresholdUnits is not one of these two val ues,
it SHOULD be interpreted as if it had the value '1' (bytes).

4.3.19.4. The Property StartProbability

This is an unsigned 32-bit integer; in conjunction with the

St opProbability property, it defines the slope of the drop
probability function. This function governs the rate at which
packets are subject to being dropped, as a function of the queue
| engt h.

This property expresses a drop probability in drops per thousand
packets. For exanple, the value 100 indicates a drop probability of
100 per 1000 packets, that is, 10% Mn and nmax values are 0 to
1000.

4.3.19.5. The Property StopProbability

This is an unsigned 32-bit integer; in conjunction with the
StartProbability property, it defines the slope of the drop
probability function. This function governs the rate at which
packets are subject to being dropped, as a function of the queue
| engt h.

This property expresses a drop probability in drops per thousand
packets. For exanple, the value 100 indicates a drop probability of
100 per 1000 packets, that is, 10% Mn and nmax values are 0 to
1000.

4.3.20. The O ass Queui ngService

This is a concrete class that represents the ability to queue network
traffic, and to specify the characteristics for determ ning | ong-term
congestion. Please see [ DSMODEL] for nore information about queuing
functionality.

Queui ngService is nodel ed as a ConditioningService so that it can be
aggregated into a QoSService (using the QSConditioni ngSubService
association) to indicate that its functionality underlies that QS
servi ce.
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The class definition is as foll ows:

NAME Queui ngServi ce

DESCRI PTI ON A concrete class describing the ability
to queue network traffic and to specify
the characteristics for determning
| ong-term congesti on.

DERI VED FROM Condi ti oni ngServi ce
TYPE Concrete
PROPERTI ES Current QueueDept h, DepthUnits

4.3.20.1. The Property Current QueueDepth

This is an unsigned 32-bit integer, which functions as a (read-only)
gauge representing the current depth of this one queue. This value
may be inportant in diagnosing unexpected behavior by a

Dr opThr eshol dCal cul ati onSer vi ce.

4.3.20.2. The Property DepthUnits

This is an unsigned 16-bit integer enuneration that identifies the
units for the Current QuieueDepth property. Defined enuneration val ues
are:

0 byt es(1)
0 packet s(2)

Note: if the value of DepthUnits is not one of these two values, it
SHOULD be interpreted as if it had the value 1" (bytes). The

4.3.21. dass Packet Schedul i ngServi ce

This is a concrete class that represents a scheduling service, which
is a process that deterni nes when a queued packet should be renoved
froma queue and sent to an output interface. Note that output
interfaces can be physical network interfaces or interfaces to
conmponents internal to systems, such as crossbars or back planes. In
either case, if nultiple queues are involved, schedulers are used to
provi de access to the interface.

Each i nstance of a Packet Schedul i ngServi ce descri bes a schedul er from
t he perspective of the queues that it is servicing. Please see
[ DSMODEL] for nore informati on about a schedul er

Packet Schedul i ngService is nodel ed as a Conditioni ngService so that
it can be aggregated into a QoSService (using the
QoSCondi ti oni ngSubServi ce association) to indicate that its
functionality underlies that QS service. It participates in the
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Next Servi ce association to identify the subsequent
Condi ti oni ngServi ce object, if any, that acts on traffic after it has
been processed by the schedul er.

The class definition is as foll ows:

NANVE Packet Schedul i ngServi ce

DESCRI PTI ON A concrete class used to deterni ne when
a packet should be renmpoved froma
gueue and sent to an output interface.

DERI VED FROM Condi ti oni ngServi ce
TYPE Concrete
PROPERTI ES Schedul er Type, O her Schedul er Type

4.3.21.1. The Property Schedul er Type

This property is an enunerated 16-bit unsigned integer, and defines
the type of scheduler. Values are:

- O her

- FIFO

- Priority

Al 'l ocation

- Bounded Priority

- Wei ghted Round Robi n Packet

DU WN PP
1

Note: if the value of Schedul erType is not one of these six val ues,
it SHOULD be interpreted as if it had the value '2° (FIFO.

4.3.21.2. The Property O her Schedul er Type
This string property is used in conjunction with the Schedul er Type
property. \Wen the value of Schedul erType is 1 (i.e., Oher), then
the type of scheduler is specified in this property.

4.3.22. The d ass NonWr kConservi ngSchedul i ngServi ce
This class does not add any properties beyond those it inherits from

its superclass, Packet SchedulingService. |1t does, however,
participate in one additional association, Fail NextSchedul er.
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The class definition is as foll ows:

NANVE NonWor kConser vi ngSchedul i ngSer vi ce

DESCRI PTI ON A concrete class representing a
schedul er that is capable of operating
in a non-work conserving nanner

DERI VED FROM Packet Schedul i ngServi ce
TYPE Concrete
PROPERTI ES (none)

4,3.23. The C ass QoSService

This is a concrete class that represents the ability to conceptualize
a QoS service as a set of coordinated sub-services. This enables the
network adnministrator to nap business rules to the network, and the
net wor k designer to engineer the network such that it can provide
different functions for different traffic streans.

This class has two main purposes. First, it serves as a comopn base
class for defining the various sub-services needed to build higher-

| evel QoS services. Second, it serves as a way to consolidate the
rel ati onshi ps between different types of QoS services and different
types of Conditioni ngServices.

For example, Gold Service may be defined as a QoSService which
aggregates two QoS services together. Each of these QoS services
could be represented by an instance of the class DiffServService, one
for servicing of very high demand packets (represented by an instance
of DiffServService itself), and one for the service given to nost of
the packets, represented by an instance of AFService, which is a
subcl ass of DiffServService. The high demand D ff ServService

i nstance will then use the QoSConditi oni ngSubServi ce aggregation to
aggregate together the necessary classifiers to indicate which
traffic it applies to, and the appropriate neters for contract

limts, the marker to mark the EF PHB in the packets, and the

queui ng-rel ated conditioning services. The AFService instance wll

al so use the QoSConditioni ngSubServi ce aggregation, to aggregate its
classifiers and neters, the several markers used to mark the
different AF PHBs in the packets, and the queuing-rel ated
conditioning services needed to deliver the packet treatnent.

QSService is nodeled as a type of Service, which is used as the
anchor point for defining a set of sub-services that inplenment the
desired conditioning characteristics for different types of flows.

It will direct the specific type of conditioning services to be used
in order to inplenment this service.
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The class definition is as foll ows:

NAME QoSServi ce

DESCRI PTI ON A concrete class used to represent a QS
service or set of services, as defined
by a network admi nistrator.

DERI VED FROM Servi ce
TYPE Concrete
PROPERTI ES (none)

4.3.24. The C ass DiffServService

This is a concrete class representing the use of standard or custom
DiffServ services to inplenment a (higher-level) QoS service. Note
that a DiffServService object my be just one of a set of coordinated
QoSSubServi ces objects that together inplenment a higher-1level QS
servi ce.

D ffServService is nodel ed as a subclass of QSService. This enables
it to be related to a higher-1level QS service via QSSubService, as
well as to specific ConditioningService objects (e.g., netering,

dr oppi ng, queui ng, and others) via QoSConditi oni ngSubServi ce.

The class definition is as foll ows:

NANVE Di ffServService

DESCRI PTI ON A concrete class used to represent a
DiffServ service associated with a
particul ar Per Hop Behavi or.

DERI VED FROM QoSServi ce
TYPE Concrete
PROPERTI ES PHBI D

4.3.24.1. The Property PHBID

This property is a 16-bit unsigned integer, which identifies a
particul ar per hop behavior, or famly of per hop behaviors. The

val ue here is a Per Hop Behavior Identification Code, as defined in

[ R3140]. Note that as defined, these identification codes use the
default, recommended, code points for PHBs as part of their

structure. These values may well be different fromthe actual val ue
used in the marker, as the marked value is a domai n-dependent val ue.
The ability to indicate the PHB lIdentificati on Code associated with a
service is helpful for tying the QoS Service to reference docunents,
and for inter-donain coordination and operati on.
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4.3.25. The C ass AFService

This is a concrete class that represents a specialization of the
general concept of forwarding network traffic, by adding specific
semantics that characterize the operation of the Assured Forwarding
(AF) Service ([R2597]).

[ RR597] defines four different AF classes, to represent four
different treatnents of traffic. A different anmount of forwarding
resources, such as buffer space and bandwi dth, are allocated to each
AF class. Wthin each AF class, |IP packets are marked with one of
three possible drop precedence values. The drop precedence of a
packet deternmines the relative inportance of that packet conpared to
ot her packets within the same AF class, if congestion occurs. A
congested interface will try to avoid dropping packets marked with a
| ower drop precedence val ue, by instead discardi ng packets narked
with a higher drop precedence val ue.

Note that [R2597] defines 12 DSCPs that together represent the AF Per
Hop Behavi or (PHB) group. Inplenentations are free to extend this
(e.g., add nore classes and/or drop precedences).

The AFService class is npdel ed as a specialization of

Di ffServService, which is in turn a specialization of QoSService.
This enables it to be related to higher-level QS services, as well
as to lower-level conditioning sub-services (e.g., classification
nmet eri ng, dropping, queuing, and others).

The class definition is as foll ows:

NANVE AFSer vi ce

DESCRI PTI ON A concrete class for describing the
conmon characteristics of differentiated
services that are used to affect
traffic forwarding, using the AF

PHB G oup.
DERI VED FROM Di ffServService
TYPE Concrete
PROPERTI ES G assNunber, Dropper Nunber

4.3.25.1. The Property C assNunber

This property is an 8-bit unsigned integer that indicates the nunber
of AF classes that this AF inplenentati on uses. Anobng the instances
aggregat ed using the QoSConditioni ngSubServi ce aggregation with an

i nstance of AFService, one SHOULD find rmarkers with as nmany disti nct
val ues as the O assNunber of the AFService instance.
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4.3.25.2. The Property Dropper Nunber

This property is an 8-bit unsigned integer that indicates the nunber
of drop precedence values that this AF inpl enentation uses. The
nunber of drop precedence values is the nunber PER AF CLASS. The
correspondi ng droppers will be found in the collection of

condi tioning services aggregated with the QoSCondi ti oni ngSubServi ce
aggr egati on.

4.3.26. The C ass Fl owService
This class represents a service that supports a particular microfl ow
The microflowis identified by the string-valued property FlowD. 1In
sone i npl enentations, an instance of this class corresponds to an
entry in the inplenentation’s flow table.

The class definition is as foll ows:

NANVE FI owSer vi ce

DESCRI PTI ON A concrete class representing a
ni cr of | ow.

DERI VED FROM QoSSer vi ce

TYPE Concrete

PROPERTI ES Fl owl D

4.3.26.1. The Property Flow D
This property is a string containing an identifier for a mcroflow
4.3.27. The dass DropThreshol dCal cul ati onServi ce
This class represents a logical entity that cal cul ates an average
queue depth for a queue, based on a snpothing weight and a sanpling
time interval. It does this calculation on behalf of a RED dropper,

to allow the dropper to nmake its decisions whether to drop packets
based on a snpot hed average queue depth for the queue.
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The class definition is as foll ows:

NAME DropThr eshol dCal cul ati onServi ce

DESCRI PTI ON A concrete class representing a | ogica
entity that cal cul ates an average queue
depth for a queue, based on a snoot hing
wei ght and a sanpling tine interval.
The latter are properties of this
Service, describing howit operates and
its necessary paraneters.

DERI VED FROM Servi ce
TYPE Concrete
PROPERTI ES Srmoot hi ngWei ght, Ti nel nterva

4.3.27.1. The Property Snoot hi ng\Wei ght

This property is a 32-bit unsigned integer, rangi ng between 0 and
100, 000 - specified in thousandths. It defines the weighting of past
history in affecting the cal culation of the current average queue
depth. The current queue depth cal cul ati on uses the inverse of this
value as its factor, and one minus that inverse as the factor for the
hi storical average. The calculation takes the form

average = (ol d_average*(1-inverse of Snpothi ng\Wei ght))
+ (current _queue_dept h*i nverse of Snoot hi ngWei ght)

| mpl enent ati ons may choose to limt the acceptable set of values to a
specified set, such as powers of 2.

M n and max val ues are 0 and 100000.
4.3.27.2. The Property Tinelnterva

This property is a 32-bit unsigned integer, defining the nunber of
nanoseconds between each cal cul ati on of average/ snobot hed queue depth.
If this property is not specified, the Cal cul ati onService may
determ ne an appropriate interval

4.3.28. The Abstract Cass FilterEntryBase

FilterEntryBase is the abstract base class fromwhich all filter
entry classes are derived. It serves as the endpoint for the
EntrieslinFilterLi st aggregation, which groups filter entries into
filter lists. |Its properties include ClMnaming properties and an
| sNegat ed bool ean property (to easily "NOT" the match information
specified in an instance of one of its subcl asses).
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Because FilterEntryBase has general applicability, it is defined in
[PCIMVE]. See [PCIME] for the definition of this class.

4.3.29. The d ass | PHeaderFilter

This concrete class nakes it possible to represent an entire |IP
header filter in a single object. A property IpVersion identifies
whet her the | P addresses in an instance are |Pv4 or | Pv6 addresses.
(Since the source and destination |IP addresses come fromthe sane
packet header, they will always be of the sane type.)

See [PCIME] for the definition of this class.
4.3.30. The Cass 8021Filter

This concrete class allows 802.1.source and destinati on MAC
addresses, as well as the 802.1 protocol ID, priority, and VLAN
identifier fields, to be expressed in a single object

See [PCIME] for the definition of this class.
4.3.31. The O ass PreanbleFilter

This is a concrete class that nodels classifying packets using
traffic-conditioning results stored in a packet preanble by a
Preanbl eMar ker Service. See Section 3.8.3 for a discussion of how,
and why, QDDI M nodels the capability to store these results in a
packet preanble. An instance of PreanbleFilter is used to select
packets based on a two-part string identifying a specific result.
The logic for this match is "at |least one". That is, a packet with
multiple results in its preanble matches a filter if at |east one of
these results matches the filter

The class definition is as foll ows:

NAME Preanbl eFil ter

DESCRI PTI ON A concrete class representing criteria
for selecting packets based on prior
traffic-conditioning results stored in
a packet preanbl e.

DERI VED FROM FilterEntryBase
TYPE Concrete
PROPERTI ES Filterltenlist[ ]
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4.3.31.1. The Multi-valued Property Filterltenlist

This property is an ordered list of strings, where each string has
the format "<type>, <value>". See Section 3.8.3 for a list of
<type>'s defined in QDDIM and the nature of the associated <val ue>
for each of these types.

Note that there are two parallel term nologies for characterizing
meter results. The enuneration value "conformng(1)" is sonetines
described as "in profile,” and the value "nonConform ng(3)" is
sonetimes described as "out of profile".

4.3.32. The dass FilterlList

This is a concrete class that aggregates instances of (subclasses of)
FilterEntryBase via the aggregation EntriesinFilterList. It is
possible to aggregate different types of filters into a single
FilterList - for exanple, packet header filters (represented by the

| PHeaderFilter class) and security filters (represented by subcl asses
of FilterEntryBase defined by | Psec).

The aggregation property EntrieslnFilterList.EntrySequence is always
set to 0, to indicate that the aggregated filter entries are ANDed
together to forma selector for a class of traffic.

See [PCIME] for the definition of this class.
4,.3.33. The Abstract C ass Servi ceAccessPoi nt

This is an abstract class defined in the Core Mddel of M It is a
subcl ass of the Logical El enent class, and is the base class for al
obj ects that manage access to CIM Services. It represents the
managenent of utilizing or invoking a Service. Please refer to [CIM
for the full definition of this class.

4.3.34. The C ass Protocol Endpoi nt
This is a concrete class derived from Servi ceAccessPoi nt, which
descri bes a conmuni cation point fromwhich the services of the

network or the system s protocol stack may be accessed. Please refer
to [CM for the full definition of this class.
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4,.3.35. The Abstract C ass Coll ection

This is an abstract class defined in the Core Mddel of CIM It is
the superclass for all classes that represent groupings or bags, and
that carry no status or "state". (The latter would be nore correctly
nodel ed as ManagedSyst entl enents.) Please refer to [CIM for the
full definition of this class.

4,3.36. The Abstract C ass Col | ecti onOf MSES

This is an abstract class defined in the Core Mddel of CIM It is a
subcl ass of the Collection superclass, restricting the contents of
the Col l ection to ManagedSystentl ements. Please refer to [CM for
the full definition of this class.

4.3.37. The d ass BufferPool

This is a concrete class that represents the collection of buffers
used by a QueuingService. (The association QueueAll ocation
represents this usage.) The existence and managenent of i ndividua
buffers nay be nodeled in a future docunent. At the current |evel of
abstraction, nodeling the existence of the BufferPool is necessary.
Long term it is not sufficient.

In inplementati ons where there are nmultiple buffer sizes, an instance
of BufferPool should be defined for each set of buffers with
identical or simlar sizes. These instances of buffer pools can then
be grouped together using the Coll ectedBuffersPool aggregation.

Note that this class is derived from Coll ecti onOf MSEs, and not from
Forwardi ng or ConditioningService. A BufferPool is only a collection
of storage, and is NOT a Servi ce.

The class definition is as foll ows:

NANVE Buf f er Poo

DESCRI PTI ON A concrete class representing
a collection of buffers.

DERI VED FROM Col | ecti onOf MSEs

TYPE Concrete

PROPERTI ES Nanme, BufferSize, Total Buffers,

Avai | abl eBuf fers, SharedBuffers
4.3.37.1. The Property Nane

This property is a string with a maxi rum|ength of 256 characters.
It is the commobn name or | abel by which the object is known.
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4.3.37.2. The Property BufferSize

This property is a 32-bit unsigned integer, identifying the
approxi mat e nunber of bytes in each buffer in the buffer pool. An

i npl enentation will typically group buffers of roughly the sanme size
together, to reduce the nunber of buffer pools it needs to manage.
Thi s nodel does not specify the degree to which buffers in the same
buffer pool may differ in size.

4.3.37.3. The Property Total Buffers

This property is a 32-bit unsigned integer, reporting the total
nunber of individual buffers in the pool

4.3.37.4. The Property Avail abl eBuffers

This property is a 32-bit unsigned integer, reporting the nunber of
buffers in the Pool that are currently not allocated to any instance
of a QueuingService. Buffers allocated to a Queui ngService coul d
either be in use (that is, currently contain packet data), or be

all ocated to a queue pending the arrival of new packet data.

4.3.37.5. The Property SharedBuffers

This property is a 32-bit unsigned integer, reporting the nunber of
buffers in the Pool that have been sinultaneously allocated to
mul tiple instances of Queui ngServi ce.

4.3.38. The Abstract C ass Schedul i ngEl enent

This is an abstract class that represents the configuration

i nformation that a Packet Schedul i ngServi ce has for one of the

el enents that it is scheduling. The scheduled elenent is either a
Queui ngServi ce or anot her Packet Schedul i ngServi ce.

Anong the subcl asses of this class, sone are defined in such a way
that all of their instances are work conserving. Oher subcl asses,
however, may have instances that either are or are not work
conserving. In this class, the bool ean property WrkConserving

i ndi cates whether an instance is or is not work conserving. The
range of values for W rkConserving is restricted to TRUE in the
subcl asses that are inherently work conserving, since instances of
these cl asses cannot be anything other than work conserving.
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The class definition is as foll ows:

NAME Schedul i ngEl enent

DESCRI PTI ON An abstract class representing the
configuration information that a
Packet Schedul i ngServi ce has for one of
the elenments that it is scheduling.

DERI VED FROM ManagedEl enment
TYPE Abstract
PROPERTI ES Wor kConser vi ng

4.3.38.1. The Property WrkConserving

Thi s bool ean property indicates whether the Packet Schedul i ngService
tied to this instance by the El ementlnSchedul i ngServi ce aggregation
is treating the input tied to this instance by the QueueToSchedul e or
Schedul i ngSer vi ceToSchedul e associ ation in a work-conserving manner.
Note that this property is witable, indicating that an adni ni strator
can change the behavior of the Schedul i ngEl enent - but only for those
el ements that can operate in a non-workconserving node.

4.3.39. The dass AllocationSchedul i ngEl enent

This class is a subclass of the abstract class SchedulingEl enent. It
i ntroduces five new properties to support bandw dt h- based schedul i ng.
As is the case with all subcl asses of SchedulingEl enent, the input
associated with an instance of AllocationSchedulingEl enent is of one
of two types: either a queue, or another schedul er.

The class definition is as foll ows:

NAME Al'l ocati onSchedul i ngEl enent

DESCRI PTI ON A concrete class containing paraneters
for controlling bandw dt h- based
schedul i ng.

DERI VED FROM Schedul i ngEl enment
TYPE Concrete
PROPERTI ES Al l ocationUnits, Bandw dt hAl | ocati on

Burst Al | ocati on, CanShare,
Vor kFl exi bl e
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4.3.39.1. The Property AllocationUnits

This property is a 16-bit unsigned integer enuneration that
identifies the units in which the Bandw dt hAl | ocati on and

Burst Al l ocation properties are expressed. The follow ng values are
def i ned:

0 bytes(1)
0 packets(2)
o cells(3) -- fixed-size, for exanple, ATM

Note: if the value of AllocationUnits is not one of these three
val ues, it SHOULD be interpreted as if it had the value '1' (bytes).

4.3.39.2. The Property Bandw dt hAl |l ocati on

This property is a 32-bit unsigned integer that defines the nunber of
uni ts/second that should be allocated to the associated input. The
units are identified by the AllocationUnits property.

4.3.39.3. The Property BurstAllocation

This property is a 32-bit unsigned integer that specifies the anmount
of tenporary or short-term bandwidth (in units per second) that can
be allocated to an input, beyond the anobunt of bandw dth all ocated

t hrough the Bandw dt hAl | ocation property. If the maxi num actua
bandwi dth allocation for the input were to be neasured, it would be
the sum of the BurstAllocation and the Bandw dt hAl | ocati on
properties. The units are identified by the AllocationUnits
property.

4.3.39.4. The Property CanShare

This is a bool ean property that, if TRUE, enabl es unused bandwi dth
fromthe associated input to be allocated to other inputs serviced by
t he Schedul er.

4.3.39.5. The Property WrkFl exible
This is a boolean property that, if TRUE, indicates that the behavior
of the scheduler relative to this input can be altered by changing
the value of the inherited property WrkConserving.

4.3.40. The d ass WRRSchedul i ngEl enent
This class is a subclass of the abstract class Schedul i ngEl enent,

representing a weighted round robin (WRR) scheduling discipline. It
i ntroduces a new property Wi ghtingFactor, to give sone inputs a
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hi gher probability of being serviced than other inputs. It also

i ntroduces a property Priority, to serve as a tiebreaker to be used
when i nputs have equal weighting factors. As is the case with al
subcl asses of Schedul i ngEl enent, the input associated with an

i nstance of WRRSchedul i ngEl enent is of one of two types: either a
gqueue, or another schedul er.

Because scheduling of this type is always work conserving, the
i nherited bool ean property WrkConserving is restricted to the val ue
TRUE in this class.

The class definition is as foll ows:

NAME WRRSchedul i ngEl ement

DESCRI PTI ON This class specializes the
Schedul i ngEl enent cl ass to add
a per-input weight. This is used
by a wei ghted round robin packet
schedul er when it handles its
associated inputs. It also adds a
second property to serve as a tie-breaker
in the case where multiple inputs have
been assigned the sane weight.

DERI VED FROM Schedul i ngEl enment
TYPE Concrete
PROPERTI ES Wei ghti ngFactor, Priority

4.3.40.1. The Property WeightingFactor

This property is a 32-bit unsigned integer, which defines the

wei ghting factor that offers some inputs a higher probability of
bei ng serviced than other inputs. This property represents this
probability. Its mninmumvalue is 0, its maxi mumvalue is 100000,
and its units are in thousandths.

4.3.40.2. The Property Priority

This property is a 16-bit unsigned integer, which serves as a
tiebreaker, in the event that two or nore inputs have equal weights.
A larger value represents a higher priority. |If this property is
specified for any of the WRRSchedul i ngEl enents associated with a
Packet Schedul i ngService, then it nust be specified for al
VWRRSchedul i ngEl enments for that Packet Schedul i ngService, and the
property values for these WRRSchedul i ngEl ements nust all be
different.
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While this condition may not occur in some inplenmentations of a

wei ght ed round-robin schedul er, nany inplenentations require a
priority to resolve an equal -weight condition. |In instances where
this behavior is not necessary or is undesirable, this property my
be left unspecified.

4.3.41. The Cass PrioritySchedul i ngEl enment

This class is a subclass of the abstract class Schedul i ngEl ement. It
i ndicates that a scheduler is taking packets froma set of inputs
using the priority scheduling discipline. As is the case with al
subcl asses of Schedul i ngEl enent, the input associated with an

i nstance of PrioritySchedulingEl ement is of one of two types: either
a queue, or another scheduler. The property Priority in
PrioritySchedul i ngEl ement represents the priority for an input,
relative to the priorities of all the other inputs to which the
schedul er that aggregates this PrioritySchedulingEl enent is
associated. Inputs to which the scheduler is related via other
schedul ing disciplines do not figure in this prioritization.

Because scheduling of this type is always work conserving, the
i nherited bool ean property WrkConserving is restricted to the val ue
TRUE in this class.

The class definition is as foll ows:

NAME PrioritySchedul i ngEl ement

DESCRI PTI ON A concrete class that specializes the
Schedul i ngEl enent cl ass to add a
Priority property. This property is
used by a Schedul i ngService that is doing
priority scheduling for a set of inputs.

DERI VED FROM Schedul i ngEl enment
TYPE Concrete
PROPERTI ES Priority

4.3.41.1. The Property Priority

This property is a 16-bit unsigned integer that indicates the
priority level of a scheduler input relative to the other inputs
servi ced by this Packet Schedul i ngService. A larger value represents
a higher priority.
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4.3.42. The O ass BoundedPrioritySchedul i ngEl enment

This class is a subclass of the class PrioritySchedulingEl enent,
which is itself derived fromthe abstract class Schedul i ngEl enent.

As is the case with all subcl asses of SchedulingEl enent, the input
associated with an instance of BoundedPrioritySchedulingEl enent is of
one of two types: either a queue, or another schedul er.

BoundedPri oritySchedul i ngEl enent adds an upper bound (in kilobits per
second) on how nuch traffic can be handled froman input. This data
is specific to that one input. It is needed when bounded strict
priority scheduling is perforned.

This class inherits fromits superclass PrioritySchedulingEl ement the
restriction of the inherited bool ean property WrkConserving to the
val ue TRUE.

The class definition is as foll ows:

NAME BoundedPri oritySchedul i ngEl enment

DESCRI PTI ON This concrete class specializes the
PrioritySchedul i ngEl enent class to add
a Bandw dt hBound property. This property
bounds the rate at which traffic fromthe
associ ated i nput can be handl ed.

DERI VED FROM PrioritySchedul i ngEl enment
TYPE Concrete
PROPERTI ES Bandwi dt hBound

4.3.42.1. The Property Bandw dt hBound

This property is a 32-bit unsigned integer that defines the upper
limt on the anbunt of traffic that can be handled fromthe input.
This is not a shaped upper bound, since bursts can occur. It is a
strict bound, linmiting the inpact of the input. The units are

kil obits per second.

4.4. Association Definitions

This section details the QS device datapath associ ations, including
t he aggregations, which were shown earlier in Figures 4 and 5. These
associ ations are defined as classes in the Information Mddel. Each
of these classes has two properties referring to instances of the two
cl asses that the association Iinks. Sone of the association classes
have additional properties as well.
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4.4.1. The Abstract Associ ati on Dependency

Thi s abstract association defines two object references (naned

Ant ecedent and Dependent) that establish general dependency

rel ati onshi ps between different managed objects in the information
nodel . The Antecedent reference identifies the independent object in
t he associ ation, while the Dependent reference identifies the entity
that 1S dependent.

The association’s cardinality is many to many.

The association is defined in the Core Moddel of CIM Please refer to
[COM for the full definition of this class.

4.4.2. The Association Servi ceSAPDependency

Thi s associ ation defines two object references that establish a
general dependency rel ationship between a Service object and a
Servi ceAccessPoi nt object. This relationship indicates that the
ref erenced Service uses the Servi ceAccessPoint of ANOTHER Servi ce.
The Service is the Dependent reference, relying on the

Servi ceAccessPoint to gain access to anot her Servi ce.

The association’s cardinality is many to many.

The association is defined in the Core Mddel of CIM Please refer to
[COM for the full definition of this class.

4.4.3. The Association IngressConditioni ngServi ceOnEndpoi nt

This association is derived fromthe association

Ser vi ceSAPDependency, and represents the binding, in the ingress
direction, between a protocol endpoint and the first

Condi ti oni ngServi ce that processes packets received via that protocol
endpoint. Since there can only be one "first" Conditioni ngService
for a protocol endpoint, the cardinality for the Dependent object
reference is narrowed fromO..n to 0..1. Since, on the other hand, a
singl e ConditioningService can be the first to process packets
received via multiple protocol endpoints, the cardinality of the

Ant ecedent object reference remains 0..n
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4.

4.

The class definition is as foll ows:

NAME I ngressCondi ti oni ngSer vi ceOnEndpoi nt

DESCRI PTI ON An association that establishes a
dependency rel ati onshi p between a protocol
endpoi nt and the first conditioning
service that processes traffic arriving
via that protocol endpoint.

DERI VED FROM Ser vi ceSAPDependency
ABSTRACT Fal se
PROPERTI ES Ant ecedent [ref Protocol Endpoint[0..n]],

Dependent [ref Conditioni ngService[O0..1]]

4.4. The Association EgressConditioni ngServi ceOnEndpoi nt

4.

This association is derived fromthe association

Servi ceSAPDependency, and represents the binding, in the egress
direction, between a protocol endpoint and the | ast

Condi ti oni ngServi ce that processes packets before they | eave a
network device via that protocol endpoint. (This "last"

Condi tioningService is ordinarily a scheduler, but it doesn't have to
be.) Since there can be nultiple "last" ConditioningServices for a
protocol endpoint in the case of a fall back schedul er, the
cardinality for the Dependent object reference remains 0..n. Since,
however, a single ConditioningService cannot be the |ast one to
process packets for nmultiple protocol endpoints, the cardinality of
the Antecedent object reference is narrowed fromO..n to 0.. 1.

The class definition is as foll ows:

NAME Egr essCondi ti oni ngSer vi ceOnEndpoi nt

DESCRI PTI ON An association that establishes a
dependency rel ati onshi p between a protocol
endpoi nt and the I ast conditioning
service(s) that process traffic to be
transmtted via that protocol endpoint.

DERI VED FROM Ser vi ceSAPDependency
ABSTRACT Fal se
PROPERTI ES Ant ecedent [ref Protocol Endpoint[0..1]],

Dependent [ref Conditioni ngService[O0..n]]
5. The Associ ati on HeadTai | Dr opQueueBi ndi ng

This association is a subcl ass of Dependency, describing the
associ ati on between a head or tail dropper and a queue that it
monitors to deternine when to drop traffic. The referenced queue is
the one whose queue depth is conpared agai nst the Dropper’s
threshold. The cardinality is 1..n on the queue side, since a
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head/tail dropper nmust nonitor at |east one queue. For the cl asses
HeadTai | Dr opper and HeadTai | Dr opQueueBi ndi ng, the rule for conbining
the inputs fromnultiple queues is sinple addition: if the sumof the
| engt hs of the nonitored queues exceeds the dropper’s QueueThreshol d
val ue, then packets are dropped. This rule for conbining inputs may,
however, be overridden by a different rule in subcl asses of one or
both of these cl asses.

The class definition is as foll ows:

NAME HeadTai | Dr opQueueBi ndi ng

DESCRI PTI ON A generic association used to establish a
dependency rel ati onship between a
head or tail dropper and a queue that it

noni t ors.
DERI VED FROM Dependency
ABSTRACT Fal se
PROPERTI ES Ant ecedent [ref Queui ngService[l..n]],

Dependent [ r ef
HeadTai | Dropper Service [0..n]]

4.4.6. The Association Cal cul ati onBasedOnQueue

This association is a subclass of Dependency, which defines two

obj ect references that establish a dependency rel ationship between a

Queui ngServi ce and an instance of the DropThreshol dCal cul ati onService
class. The queue’s current depth is used by the cal cul ati on service

in calculating an average queue dept h.

The class definition is as foll ows:

NAME Cal cul ati onBasedOnQueue

DESCRI PTI ON A generic association used to establish a
dependency rel ati onship between a
Queui ngServi ce object and a
DropThr eshol dCal cul ati onServi ce object.

DERI VED FROM Servi ceServi ceDependency
ABSTRACT Fal se
PROPERTI ES Ant ecedent [ref Queui ngService[l..1]],

Dependent [ r ef
Dr opThr eshol dCal cul ati onService [0..n]]
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4.4.6.1. The Reference Antecedent

This property is inherited fromthe Dependency association, and
overridden to serve as an object reference to a Queui ngService object
(instead of to the nore general ManagedEl enent). This reference
identifies the queue that the DropThreshol dCal cul ati onService will
use in its calculation of average queue depth.

4.4.6.2. The Reference Dependent

This property is inherited fromthe Dependency association, and
overridden to serve as an object reference to a

DropThr eshol dCal cul ati onServi ce object (instead of to the nore
general ManagedEl enent). This reference identifies a

DropThr eshol dCal cul ati onServi ce that uses the referenced queue’s
current depth as one of the inputs to its cal cul ati on of average
queue dept h.

4.4.7. The Association Provi desServi ceToEl enent

Thi s associ ation defines two object references that establish a
dependency rel ationship in which a ManagedSyst enEl enment depends on
the functionality of one or nore Services. The association’s
cardinality is many to many.

The association is defined in the Core Mddel of CIM Please refer to
[COM for the full definition of this class.

4.4.8. The Association ServiceServi ceDependency

Thi s associ ation defines two object references that establish a
dependency rel ationshi p between two Service objects. The particular
type of dependency is represented by the TypeO Dependency property;
typi cal exanples include that one Service is required to be present
or required to have conpleted for the other Service to operate.

This association is very sinmilar to the Servi ceSAPDependency
relationship. For the latter, the Service is dependent on an
AccessPoint to get at another Service. |In this relationship, it
directly identifies its Service dependency. Both rel ationships
shoul d not be instantiated, since their information is repetitive.

The association’s cardinality is nmany to many.

The association is defined in the Core Moddel of CIM Please refer to
[CM for the full definition of this class.
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4.4.9. The Association Cal cul ati onServi ceFor Dr opper

This association is a subclass of ServiceServi ceDependency, which
defines two object references that represent the reliance of a

REDDr opper Servi ce on a DropThreshol dCal cul ati onServi ce - cal cul ati ng
an average queue depth based on the observed depths of one or nore
queues.

The class definition is as foll ows:

NAME Cal cul ati onSer vi ceFor Dr opper

DESCRI PTI ON A generic association used to establish a
dependency rel ati onship between a
cal cul ation service and a
REDDr opper Srevice for which it perforns
average queue depth cal cul ations

DERI VED FROM Servi ceServi ceDependency
ABSTRACT Fal se
PROPERTI ES Ant ecedent [ r ef

DropThreshol dCal cul ati onService[1..n]],
Dependent [ ref REDDr opper Service[0..n]]
4.4.9.1. The Reference Antecedent

This property is inherited fromthe ServiceServi ceDependency

associ ation, and overridden to serve as an object reference to a
DropThr eshol dCal cul ati onServi ce object (instead of to the nore
general Service object). The cardinality of the object reference is
1..n, indicating that a RED dropper nay be served by one or nore

cal cul ation services.

4.4.9.2. The Reference Dependent

This property is inherited fromthe ServiceServi ceDependency
associ ation, and overridden to serve as an object reference to a
REDDr opper Servi ce object (instead of to the nore general Service
object). This reference identifies a RED dropper served by a

Dr opThr eshol dCal cul ati onSer vi ce.

4.4.10. The Association QueueAllocation
This association is a subclass of Dependency, which defines two
obj ect references that establish a dependency rel ationship between a

Queui ngService and a BufferPool that provides storage space for the
packets in the queue.
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The class definition is as foll ows:

NAME QueueAl | ocation

DESCRI PTI ON A generic association used to establish a
dependency rel ati onship between a
Queui ngServi ce obj ect and a Buff er Pool

obj ect .
DERI VED FROM Dependency
ABSTRACT Fal se
PROPERTI ES Ant ecedent[ref BufferPool [0..n]],

Dependent [ref Queui ngService[O0..n]]
Al | ocat i onPer cent age

4.4.10.1. The Reference Antecedent

This property is inherited fromthe Dependency association, and
overridden to serve as an object reference to a BufferPool object.
This reference identifies the BufferPool in which packets on the
Queui ngServi ce’s queue are stored.

4.4.10.2. The Reference Dependent

This property is inherited fromthe Dependency association, and
overridden to serve as an object reference to a Queui ngService
object. This reference identifies the QueuingService whose packets
are being stored in the BufferPool’s buffers.

4.4.10.3. The Property AllocationPercentage

This property is an 8-bit unsigned integer with mnimum val ue of zero
and mexi mum val ue of 100. It defines the percentage of the
Buf f er Pool that should be allocated to the referenced Queui ngServi ce.
| f absolute sizes are desired, this would be acconplished by defining
i ndi vi dual BufferPools of the specified sizes, with

QueueAl | ocati on. Al | ocati onPercent ages set to 100.

4.4.11. The Association d assifierEl enent UsesFilterlList

This association is a subclass of the Dependency association. It
relates one or nmore ClassifierElenments with a FilterList representing
the criteria for selecting packets for each of the C assifierEl enents
to process.

In the QODI M nodel, a classifier is always nodeled as a

ClassifierService that aggregates a set of CassifierEl ements. \Wen
ClassifierEl ements use the Next ServiceAfterd assifierEl enent
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association to bind to another C assifierService (to construct a
hi erarchical classifier), the CassifierEl enentUsesFilterlList
associ ation nmust not be specified.

The class definition is as foll ows:

NAME Cl assifierEl ement UsesFil terlList

DESCRI PTI ON An association relating a
ClassifierElement to the FilterlList
representing the criteria for selecting
packets for that
Cl assifierEl enent to process.

DERI VED FROM Dependency
ABSTRACT Fal se
PROPERTI ES Ant ecedent[ref FilterList [0..1]],

Dependent[ref O assifierEl enent [0..n]]
4.4.11.1. The Reference Antecedent

This property is inherited fromthe Dependency association, and
overridden to serve as an object reference to a FilterList object,
instead of to the nore general ManagedEl ement object. Also, its
cardinality is restricted to 0 and 1, indicating that a
ClassifierElement uses either one FilterList to select packets for it
or no FilterList when the O assifierEl enent uses the

Next Servi ceAfter Cl assi fi er El ement association to bind to anot her
ClassifierService to forma hierarchical classifier.

4.4.11.2. The Reference Dependent

This property is inherited fromthe Dependency association, and
overridden to serve as an object reference to a O assifierEl ement
object, instead of to the nore general ManagedEl ement object. This
reference identifies a ClassifierEl enent that depends on the
associated FilterList object to represent its packet-sel ection
criteria.

4.4.12. The Associ ati on AFRel at edServi ces
Thi s associ ation defines two object references that establish a
dependency rel ati onship between two AFService objects. This

dependency is the precedence of the individual AF drop-related
Services within an AF | P packet-forwardi ng cl ass.
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The class definition is as foll ows:

NANVE AFRel at edSer vi ces

DESCRI PTI ON An associ ation used to establish
a dependency rel ationship between two
AFServi ce objects.

DERI VED FROM Not hi ng
ABSTRACT Fal se
PROPERTI ES AFLower Dr opPr ecedence[ r ef

AFService[0..1]],
AFHi gher Dr opPr ecedence[ r ef
AFService[0..n]]

4.4.12.1. The Reference AFLower Dr opPrecedence

This property serves as an object reference to an AFService object
that has the | ower probability of dropping packets.

4.4.12.2. The Reference AFH gher Dr opPrecedence

This property serves as an object reference to an AFService object
that has the higher probability of dropping packets.

4.4.13. The Associ ati on Next Servi ce

Thi s associ ation defines two object references that establish a
predecessor-successor relationship between two Conditi oni ngService
objects. This association is used to indicate the sequence of
Condi ti oningServices required to process a particular type of
traffic.

I nstances of this dependency describe the various rel ationships

bet ween different ConditioningServices (such as classifiers, neters,
droppers, etc.) that are used collectively to condition traffic.
Bot h one-to-one and nore conplicated fan-in and/or fan-out

rel ati onshi ps can be described. The ConditioningServices may feed
one another directly, or they may be napped to nmultiple "next"

Servi ces based on the characteristics of the packet.
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The class definition is as foll ows:

NANVE Next Ser vi ce
DESCRI PTI ON An association used to establish
a predecessor-successor relationship
bet ween two Condi ti oni ngServi ce obj ects.

DERI VED FROM Not hi ng
ABSTRACT Fal se
PROPERTI ES Precedi ngServi ce[ ref

Condi ti oni ngService[0..n]],
Fol | owi ngSer vi ce[ ref
Condi ti oni ngService[0..n]]

4.4.13.1. The Reference Precedi ngService

This property serves as an object reference to a ConditioningService
obj ect that occurs earlier in the processing sequence for a given
type of traffic.

4.4.13.2. The Reference Foll owi ngService

This property serves as an object reference to a Conditioni ngService
obj ect that occurs later in the processing sequence for a given type
of traffic, imediately after the ConditioningService identified by
t he Precedi ngServi ce object reference.

4.4.14. The Associ ati on Next Servi ceAfterd assifi er El enent

This association refines the definition of its superclass, the
Next Servi ce association, in two ways:

o It restricts the Precedi ngService object reference to the class
Cl assifierEl ement.

0o It restricts the cardinality of the Foll owi ngServi ce object
reference to exactly 1.

The class definition is as foll ows:

NAME Next Servi ceAft er Cl assi fi er El ement

DESCRI PTI ON An association used to establish
a predecessor-successor relationship
between a single ClassifierEl ement within
a Cassifier and the next
Condi ti oni ngServi ce object that is
responsi bl e for further processing of
the traffic selected by that
Cl assifierEl enent.
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DERI VED FROM Next Ser vi ce
ABSTRACT Fal se
PROPERTI ES Pr ecedi ngSer vi ce

[ref ClassifierElement[0..n]],
Fol | ow ngServi ce
[ref ConditioningService[l..1]

4.4.14.1. The Reference Precedi ngService

This property is inherited fromthe NextService association. It is
overridden in this subclass to restrict the object reference to a
ClassifierEl ement, as opposed to the nore general ConditioningService
defined in the NextService supercl ass.

This property serves as an object reference to a C assifierEl enent,
which is a conmponent of a single CassifierService. Packets selected
by this CassifierEl enent are al ways passed to the

Condi tioningService identified by the Foll ow ngService object

ref erence.

4.4.14.2. The Reference Foll owi ngService

This property is inherited fromthe NextService association. It is
overridden in this subclass to restrict the cardinality of the
reference to exactly 1. This reflects the requirenment that the
behavior of a DiffServ classifier nmust be deterministic: the packets
selected by a given CassifierElenent in a given C assifierService
nmust al ways go to one and only one next Conditioni ngService.

4.4.15. The Associ ati on Next Schedul er

This association is a subclass of Next Service, and defines two object
references that establish a predecessor-successor relationship

bet ween Packet Schedul i ngServices. In a hierarchical queuing
configuration where a second scheduler treats the output of a first
schedul er as a single, aggregated input, the two schedulers are

rel ated via the NextSchedul er associ ati on.

The class definition is as foll ows:

NANVE Next Schedul er

DESCRI PTI ON An association used to establish
pr edecessor - successor rel ationships
bet ween Packet Schedul i ngServi ce objects
for sinple hierarchical scheduling.

DERI VED FROM Next Servi ce

ABSTRACT Fal se
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PROPERTI ES Precedi ngServi ce[ ref
Packet Schedul i ngServi ce[0..n]],

Fol | owi ngSer vi ce[ ref
Packet Schedul i ngServi ce[ 0. . 1] ]

4.4.15.1. The Reference Precedi ngService

This property is inherited fromthe NextService association, and
overridden to serve as an object reference to a

Packet Schedul i ngServi ce object (instead of to the nore genera

Condi ti oni ngServi ce object). This reference identifies a schedul er
whose output is being treated as a single, aggregated input by the
schedul er identified by the Foll ow ngService reference. The [0..n]
cardinality indicates that a single Follow ngService schedul er nmay
bring together the aggregated outputs of rmultiple prior schedul ers.

4.4.15.2. The Reference Foll owi ngService

This property is inherited fromthe NextService association, and
overridden to serve as an object reference to a

Packet Schedul i ngServi ce object (instead of to the nore genera

Condi ti oni ngServi ce object). This reference identifies a schedul er
that includes anong its inputs the aggregated outputs of one or nore
Pr ecedi ngSer vi ce schedul ers.

4.4.16. The Associ ati on Fail Next Schedul er

This association is a subclass of the Next Schedul er associ ati on.

Fai | Next Schedul er represents the relationship between two schedul ers
when the first schedul er passes up a scheduling opportunity (thereby
behaving in a non-work conserving manner), and nakes the resulting
bandw dth avail able to the second scheduler for its use. See
Sections 3.11.3 and 3.11.4 for exanples of where this association

m ght be used.

The class definition is as foll ows:

NANVE Fai | Next Schedul er
DESCRI PTI ON Thi s associ ati on specializes the
Next Schedul er association. |t

establishes a relationship between a
non-wor k- conservi ng schedul er and a
second scheduler to which it nakes
avai l able the bandwidth that it elects
not to use.

DERI VED FROM Next Schedul er

ABSTRACT Fal se
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PROPERTI ES Precedi ngServi ce[ ref
NonWbr kConser vi ngSchedul i ngSer vi ce[ 0. . n] ]

4.4.16.1. The Reference Precedi ngService

This property is inherited fromthe Next Schedul er association, and
overridden to serve as an object reference to a

NonWor kConser vi ngSchedul i ngServi ce object (instead of to the nore
general Packet Schedul i ngService object). This reference identifies a
non- wor k- conser vi ng schedul er whose excess bandwi dth is bei ng nmade
avail able to the scheduler identified by the Foll ow ngService
reference. The [0..n] cardinality indicates that a single

Fol | owi ngServi ce schedul er may have the opportunity to use the unused
bandwi dth of multiple prior non-work-conserving schedul ers.

4.4.17. The Associ ati on Next Servi ceAfter Meter

Thi s associ ation describes a predecessor-successor relationship
between a MeterService and one or nore Conditioni ngService objects
that process traffic fromthe neter. For exanple, for devices that

i npl enent preanbl e marking, the Foll ow ngService reference (after the
nmeter) is a Preanbl eMarkerService, to record the results of the
nmetering in the preanble.

It mght be expected that the NextServiceAfterMeter association would
subcl ass from Next Service. However, neters are 1:n fan-out elenents,
and require a nmechanismto distinguish between the different

resul ts/outputs of the neter. Therefore, this association defines a
new key property, MeterResult, which is used to record the result and
identify the output through which this traffic left the neter.
Because of this additional key, NextServiceAfterMeter cannot be a
subcl ass of Next Servi ce.

The class definition is as foll ows:

NAME Next Servi ceAf t er Met er

DESCRI PTI ON An association used to establish
a predecessor-successor relationship
between a particular output of a
Met er Servi ce and the next
Condi ti oni ngServi ce object that is
responsi bl e for further processing of

the traffic.
DERI VED FROM Not hi ng
ABSTRACT Fal se
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PROPERTI ES Precedi ngServi ce[ref MeterService[0..n]],
Fol | owi ngSer vi ce[ ref
Condi ti oni ngService[0..n]],
Met er Resul t

4.4.17.1. The Reference Precedi ngService

The preceding MeterService, 'earlier’ in the processing sequence for
a packet. Since Meters are 1:n fan-out devices, this relationship
associates a particular output of a MeterService (identified by the
Met er Result property) to the next ConditioningService that is used to
further process the traffic.

4.4.17.2. The Reference Foll owi ngService
The "next’ or follow ng ConditioningService.
4.4.17.3. The Property MeterResult

This property is an enunerated 16-bit unsigned integer, and
represents information describing the result of the nmetering. Traffic
i s distinguished as being conform ng, non-conform ng, or partially
conformng. Mre conplicated netering can be built either by
extendi ng the enuneration or by cascadi ng neters.

The enunerated val ues are: "Unknown" (0), "Conform ng" (1),
"Partiall yConforning" (2), "NonConforning" (3).

4.4.18. The Association QueueToSchedul e

This is a top-level association, representing the relationship

bet ween a queue (Queui ngService) and a Schedul i ngEl ement. The
Schedul i ngEl ement, in turn, represents the information in a packet
scheduling service that is specific to this queue, such as relative
priority or allocated bandw dth.

It cannot be expressed fornmally with the association cardinalities,
but there is an additional constraint on participation in this
association. A particular instance of (a subclass of)
Schedul i ngEl ement al ways participates either in exactly one instance
of this association, or in exactly one instance of the association
Schedul i ngSer vi ceToSchedul e.
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The class definition is as foll ows:

NAME QueueToSchedul e

DESCRI PTI ON This association relates a queue to
t he Schedul i ngEl ement cont ai ni ng
i nformation specific to the queue.

DERI VED FROM Not hi ng
ABSTRACT Fal se
PROPERTI ES Queue[ ref Queui ngService[0..1]],

SchedEl enent [ r ef
Schedul i ngEl emrent [ 0. . n] ]

4.4.18.1. The Reference Queue

This property serves as an object reference to a Queui ngService
obj ect. A QueuingService object nay be associated 0 or nore
Schedul i ngEl ement obj ect s.

4.4.18.2. The Reference SchedEl enent

This property serves as an object reference to a Schedul i ngEl enent

obj ect. A SchedulingEl ement is always associated either with exactly
one Queui ngService or with exactly one upstream schedul er
(Packet Schedul i ngServi ce).

4.4.19. The Association Schedul i ngServi ceToSchedul e

This is a top-1level association, representing the relationship

bet ween a schedul er (Packet Schedul i ngService) and a
Schedul i ngEl ement, in a configuration involving cascaded schedul ers.
The Schedul i ngEl ement, in turn, represents the information in a
subsequent packet scheduling service that is specific to this
schedul er, such as relative priority or allocated bandwi dth.

It cannot be expressed formally with the association cardinalities,
but there is an additional constraint on participation in this
association. A particular instance of (a subclass of)
Schedul i ngEl ement al ways participates either in exactly one instance
of this association, or in exactly one instance of the association
QueueToSchedul e.

The class definition is as foll ows:

NANVE Schedul i ngSer vi ceToSchedul e

DESCRI PTI ON Thi s association relates a scheduler to
t he Schedul i ngEl enment in a subsequent
schedul er containing information specific
to this schedul er.
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DERI VED FROM Not hi ng
ABSTRACT Fal se
PROPERTI ES SchedSer vi ce[ r ef

Packet Schedul i ngServi ce[0..1]],
SchedEl enent [ r ef
Schedul i ngEl emrent [ 0. . n] ]

4.4.19.1. The Reference SchedService

This property serves as an object reference to a
Packet Schedul i ngServi ce object. A Packet Schedul i ngServi ce object nay
be associated O or nore Schedul i ngEl enent objects.

4.4.19.2. The Reference SchedEl enent

This property serves as an object reference to a Schedul i ngEl enent

obj ect. A SchedulingEl ement is always associated either with exactly
one Queui ngService or with exactly one upstream schedul er
(Packet Schedul i ngServi ce).

4.4.20. The Aggregati on Menber O Col | ecti on

This aggregation is a generic relationship used to nodel the
aggregation of a set of ManagedEl enments in a generalized Collection
object. The aggregation’s cardinality is many to nany.

Menber OF Col | ection is defined in the Core Model of CIM Pl ease refer
to [CM for the full definition of this class.

4.4.21. The Aggregation Coll ectedBufferPool

Thi s aggregation nodels the ability to treat a set of buffers as a
pool, or collection, that can in turn be contained in a "higher-

| evel " buffer pool. This class overrides the nore generic
Menber OF Col | ecti on aggregation to restrict both the aggregate and the
part conmponent objects to be instances only of the BufferPool class.

The class definition for the aggregation is as foll ows:

NAME Col | ect edBuf f er Poo

DESCRI PTI ON A generic association used to aggregate
a set of related buffers into a
hi gher-1evel buffer pool.

DERI VED FROM Menmber OF Col | ecti on
ABSTRACT Fal se
PROPERTI ES Col l ection[ref BufferPool[0..1]],

Menber [ref BufferPool [0..n]]
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4.4.21.1. The Reference Coll ection

This property represents the parent, or aggregate, object in the
relationship. It is a BufferPool object.

4.4.21.2. The Reference Menber

This property represents the child, or lower |evel pool, in the
relationship. It is one of the set of BufferPools that together make
up the higher-1Ievel pool.

4.4.22. The Abstract Aggregation Conmponent

This abstract aggregation is a generic relationship used to establish
"part-of" rel ationshi ps between managed objects (named G oupConponent
and Part Conponent). The association’s cardinality is many to many.

The association is defined in the Core Mddel of CIM Please refer to
[COM for the full definition of this class.

4.4.23. The Aggregation Servi ceConponent

This aggregation is used to nodel a set of subordinate Services that
are aggregated together to forma higher-level Service. This
aggregation is derived fromthe nore generic Conponent superclass to
restrict the types of objects that can participate in this

rel ati onship. The association’s cardinality is many to many.

The association is defined in the Core Mddel of CIM Please refer to
[COM for the full definition of this class.

4.4.24. The Aggregati on QoSSubService

Thi s aggregation represents a set of subordi nate QoSService objects
(that is, a set of instances of subclasses of the QoSService class)
that are aggregated together to forma higher-level QSService. A
QoSService is a specific type of Service that conceptualizes QS
functionality as a set of coordi nated sub-services.

This aggregation is derived fromthe nore generic Servi ceConponent
superclass to restrict the types of objects that can participate in
this relationship to QoSService objects, instead of a nore generic
Service object. It also restricts the cardinality of the aggregate
to 0-or-1 (instead of the nore generic O-or-nore).
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The class definition for the aggregation is as foll ows:

NAME QoSSubsServi ce

DESCRI PTI ON A generic association used to establish
"part-of" rel ationshi ps between a
hi gher-1evel QoSService object and the
set of |ower-level QoSServices that
are aggregated to create/formit.

DERI VED FROM Servi ceConmponent
ABSTRACT Fal se
PROPERTI ES G oupConponent [ ref QoSService[0..1]],

Par t Conponent [ ref QoSService[O0..n]]
4.4.24.1. The Reference G oupConponent

This property is overridden in this aggregation to represent an
obj ect reference to a QoSService object (instead of to the nore
generic Service object defined in its superclass). This object
represents the parent, or aggregate, object in the relationship.

4.4.24.2. The Reference Part Conponent

This property is overridden in this aggregation to represent an
obj ect reference to a QoSService object (instead of to the nore
generic Service object defined in its superclass). This object
represents the child, or "conponent", object in the relationship.

4.4.25. The Aggregati on QoSConditi oni ngSubService

Thi s aggregation identifies the set of conditioning services that
together condition traffic for a particular QoS servi ce.

This aggregation is derived fromthe nore generic Servi ceConponent

superclass; it restricts the types of objects that can participate in
it to ConditioningService and QoSService objects, instead of the nore

generic Service objects.
The class definition for the aggregation is as foll ows:

NANVE QoSCondi ti oni ngSubServi ce

DESCRI PTI ON A generic aggregation used to establish
"part-of" relationships between a set
of ConditioningService objects and the
particul ar QoSService object(s) that they
provide traffic conditioning for.

DERI VED FROM Servi ceConmponent

ABSTRACT Fal se
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PROPERTI ES G oupConponent [ ref QoSService[0..n]],
Part Conponent [ r ef
Condi ti oni ngService[0..n]]

4.4.25.1. The Reference G oupConponent

This property is overridden in this aggregation to represent an

obj ect reference to a QoSService object (instead of to the nore
generic Service object defined in its superclass). The cardinality
of the reference remains 0..n, to indicate that a given

Condi ti oni ngServi ce may provide traffic conditioning for 0, 1, or
nmore than 1 QoSService objects.

This object represents the parent, or aggregate, object in the
association. 1In this case, this object represents the QoSService

t hat aggregates one or nore ConditioningService objects to inplenent
the appropriate traffic conditioning for its traffic.

4.4.25.2. The Reference Part Conponent

This property is overridden in this aggregation to represent an

obj ect reference to a ConditioningService object (instead of to the
nore generic Service object defined in its superclass). This object
represents the child, or "conponent", object in the relationship. 1In
this case, this object represents one or nore Conditioni ngService

obj ects that together indicate howtraffic for a specific QoSService
is conditioned.

4.4.26. The Aggregation ClassifierEl ementlnC assifierService

Thi s aggregation represents the rel ationship between a classifier and
the classifier elenents that provide the fan-out function for the
classifier. A classifier typically aggregates nmultiple classifier

el enents. A classifier elenent, however, is aggregated only by a
single classifier. See [DSMODEL] and [DSM B] for nore about
classifiers and classifier elenents.

The class definition for the aggregation is as foll ows:

NANVE Cl assifierEl ementl nC assifierService

DESCRI PTI ON An aggregation representing the
relationship between a classifier
and its classifier elenents.

DERI VED FROM Servi ceConponent

ABSTRACT Fal se
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PROPERTI ES G oupConponent [ r ef
ClassifierService[l..1]],
Par t Conponent [ r ef
ClassifierEl ement[0..n],
Cl assifierOder

4.4.26.1. The Reference G oupConponent

This property is overridden in this aggregation to represent an
obj ect reference to a CassifierService object (instead of to the
nore generic Service object defined in its superclass). It also
restricts the cardinality of the aggregate to 1..1 (instead of the
nmore generic O-or-nore), representing the fact that a

ClassifierEl ement always exists within the context of exactly one
Cl assifierService.

4.4.26.2. The Reference Part Conponent

This property is overridden in this aggregation to represent an

obj ect reference to a C assifierEl enent object (instead of to the
nore generic Service object defined in its superclass). This object
represents a single traffic selector for the classifier. A
ClassifierEl ement usually has an association to a FilterList that
provi des selection criteria for packets fromthe traffic stream
comng into the classifier, and to a ConditioningService to which
packets selected by these criteria are next forwarded.

4.4.26.3. The Property O assifierOder

Because the filters for a classifier can overlap, it is necessary to
specify the order in which the C assifierEl ements aggregated by a
ClassifierService are presented with packets conming into the
classifier. This property is an unsigned 32-bit integer representing
this order. Values are represented in ascending order: first "1,
then '2', and so on. Different values MJST be assigned for each of
the ClassifierEl enents aggregated by a given O assifierService.

4.4.27. The Aggregation EntrieslnFilterlList
This aggregation is a specialization of the Conmponent aggregation; it
is used to define a set of filter entries (subclasses of
FilterEntryBase) that are aggregated by a FilterList.
The cardinalities of the aggregation itself are 0..1 on the

FilterList end, and 0..n on the FilterEntryBase end. Thus in the
general case, a filter entry can exist w thout being aggregated into
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any FilterList. However, the only way a filter entry can figure in

the QoS Device nodel is by being aggregated into a FilterList by this
aggr egati on.

See [PCIME] for the definition of this aggregation
4.4.28. The Aggregation El ement| nSchedul i ngService

This concrete aggregation represents the rel ati onship between a
Packet Schedul i ngServi ce and the set of SchedulingEl enents that tie it
to its inputs.

The class definition for the aggregation is as foll ows:

NANVE El ement | nSchedul i ngSer vi ce

DESCRI PTI ON An aggregation used to tie a
Packet Schedl i ngService to the
configuration information for one of
the elenents (either a Queui ngService or
anot her Packet Schedul i ngService) that it

schedul es.
DERI VED FROM Conponent
ABSTRACT Fal se
PROPERTI ES G oupConponent [ r ef

Packet Schedul i ngServi ce[0..1]],
Par t Conponent [ r ef
Schedul i ngEl ement [ 1. . n]

4.4.28.1. The Reference G oupConponent

This property is overridden in this aggregation to represent an

obj ect reference to a Packet Schedul i ngServi ce object (instead of to
the nore generic Service object defined inits superclass). It also
restricts the cardinality of the aggregate to 0..1 (instead of the
nmore generic O-or-nore), representing the fact that a
Schedul i ngEl ement exists within the context of at nost one

Packet Schedul i ngServi ce.

4.4.28.2. The Reference Part Conponent

This property is overridden in this aggregation to represent an

obj ect reference to a Schedul i ngEl enent object (instead of to the
nore generic Service object defined in its superclass). This object
represents a single scheduling elenment for the scheduler. It also
restricts the cardinality of the SchedulingEl enent to 1..n (instead
of the nore generic O-or-nore), representing the fact that a

Packet Schedul i ngServi ce al ways includes at |east one
Schedul i ngEl erment .
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5.

Intell ectual Property Statenent

The | ETF takes no position regarding the validity or scope of any
intellectual property or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights
m ght or might not be available; neither does it represent that it
has nade any effort to identify any such rights. Information on the
| ETF s procedures with respect to rights in standards-track and
standards-rel ated docunentation can be found in BCP-11.

Copies of clains of rights nade available for publication and any
assurances of licenses to be nade available, or the result of an
attenpt nmade to obtain a general |icense or permission for the use of
such proprietary rights by inplenmenters or users of this

speci fication can be obtained fromthe | ETF Secretari at.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights which may cover technology that may be required to practice
this standard. Please address the information to the | ETF Executive
Director.
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Security Considerations

Like [PCIM and [PCI ME], this docunment defines an information nodel
that cannot be inplenented directly. Consequently, security issues
do not arise until it is mapped to an actual, inplenentable data
nodel such as a MB, PIB, or LDAP schema. See [PCIM for a genera
di scussi on of security considerations for information nodels. See
also [DSM B] (which in fact is a data nodel that corresponds to a
large extent with the QDDI M information nodel), for a discussion of
the security inplications of specific objects in the nodel
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9.

9.

9.

9.

Appendi x A: Nanming Instances in a Native CIMInplenentation

Fol | owi ng the precedent established in [PCM, this docunent has

pl aced the details of how to nane instances of its classes in a
native CIMinplenentation here in an appendix. Since Appendix Ain
[PCM has a lengthy discussion of the general principles of CIM

nam ng, this appendi x does not repeat that information here. Readers
interested in a nore gl obal discussion of how instances are named in
a native CIMinplenentation should refer to [PCIM.

1. Naming Instances of the C asses Derived from Service

Most of the classes defined in this nodel are derived fromthe CIM
class Service. Although Service is an abstract class, it
nevert hel ess has key properties included as part of its definition.
The purpose of including key properties in an abstract class is to
have instances of all of its instantiable subclasses naned in the
same way. Thus, the majority of the classes in this nodel name their
i nstances in exactly the sane way: with the two key properties
CreationClassNanme and Nane that they inherit from Service.

2. Nami ng Instances of Subclasses of FilterEntryBase

Li ke Service, FilterEntryBase (defined in [PCIME]) is an abstract
class that includes key properties in its definition.
FilterEntryBase has four key properties. Two of them
SystenCreati onC assNane and SystenNane, are propagated to it via the
weak association FilterEntrylnSystem The other two,

CreationC assName and Nanme, are native to FilterEntryBase.

Thus, instances of all of the subclasses of FilterEntryBase,

i ncluding the Preanbl eFilter class defined here, are named in the
sane way: with the four key properties they inherit from
FilterEntryBase.

3. Nami ng Instances of Protocol Endpoi nt

The class Protocol Endpoint inherits its key properties fromits
supercl ass, ServiceAccessPoint. These key properties provide the
same nam ng structure that we’'ve seen before: two propagated key
properties SystenCreati onCl assNanme and SystenNanme, plus two native
key properties CreationCl assNane and Nane.

Moore, et al. St andar ds Track [ Page 94]



RFC 3670 QS Device Datapath Info Mdel January 2004

9.4. Nami ng Instances of BufferPool

Unlike the other classes in this nodel, BufferPool is not derived
from Service. Consequently, it does not inherit its key properties
fromService. Instead, it inherits one of its key properties,
CollectionlD, fromits superclass Collection, and adds its other key
property, CreationC assNane, in its own definition.

9.4.1. The Property CollectionlD
CollectionlIDis a string property with a maxi mum |l ength of 256
characters. It identifies the buffer pool. Note that this property
is defined in the BufferPool class’s superclass, CollectionO MSEs,
but not as a key property. It is overridden in BufferPool, to nake
it part of this class’s conposite key.

9.4.2. The Property CreationC assNane

This property is a string property of with a maxi mum |l ength of 256

characters. It is set to "CIMBufferPool"” if this class is directly
instantiated, or to the class name of the BufferPool subclass that is
creat ed.

9.5. Nami ng Instances of Schedul i ngEl ement

This class has not yet been incorporated into the CI M nodel, so it
does not have any Cl M nam ng properties yet. |If the nornal pattern
is foll owed, however, instances will be naned with two properties
Creati onC assName and Nane.
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or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
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