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The Multicast Source Discovery Protocol (MSDP) describes a mechani sm

to connect nultiple I'P Version 4 Protocol |ndependent Milticast

Spar se- Mode (PIM SM donains together. Each PIM SM domain uses its
own i ndependent Rendezvous Point (RP) and does not have to depend on

RPs in other domains. This docunent reflects existing MSDP
i npl enent ati ons.
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(MSDP) descri bes a mechani sm

to connect nultiple PIM Sparse-Mde (PIMSM [RFC2362] domains
together. Each PIM SM domain uses its own i ndependent RP(s) and does

not have to depend on RPs in other donains.

approach incl ude:

0 No Third-party resource dependencies on a domain's RP

PIM SM domains can rely on their owm RPs only.

0 Receiver only Donuains

Advant ages of this

Domai ns with only receivers get data w thout globally advertising

group nenber shi p.

Note that MSDP nay be used with protocols other than PIM SM but such

usage is not specified in this neno.
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The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Overview

MSDP- speaki ng routers in a Pl M SM domai n have a MSDP peeri ng
relationship with MSDP peers in another domain. The peering
relationship is made up of a TCP connection in which contro
information is exchanged. Each domain has one or nore connections to
this virtual topol ogy.

The purpose of this topology is to allow domains to discover

mul ti cast sources fromother domains. |f the nulticast sources are
of interest to a domain which has receivers, the nornmal source-tree
bui I di ng mechanismin PIMSMw || be used to deliver nulticast data

over an inter-domain distribution tree.
3. Procedure

When an RP in a PIM SM domain first learns of a new sender, e.g., via
PI M regi ster nessages, it constructs a "Source-Active" (SA) nessage
and sends it to its MSDP peers. Al RPs, which intend to originate
or receive SA nessages, nust establish MSDP peering with other RPs,
either directly or via an internedi ate MSDP peer. The SA nessage
contains the follow ng fields:

0 Source address of the data source.
0 G oup address the data source sends to.
o |P address of the RP.

Note that an RP that isn’t a DR on a shared network SHOULD NOT
originate SA's for directly connected sources on that shared network;
it should only originate in response to receiving Register nessages
fromthe DR

Each MSDP peer receives and forwards the nessage away fromthe RP
address in a "peer-RPF flooding" fashion. The notion of peer-RPF
flooding is with respect to forwardi ng SA nessages. The Milticast
RPF Routing Information Base (MRIB) is exam ned to deterni ne which
peer towards the originating RP of the SA nessage is selected. Such
a peer is called an "RPF peer". See section 13 for the details of
peer - RPF forwar di ng.
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I f the MSDP peer receives the SA froma non-RPF peer towards the
originating RP, it will drop the nessage. Oherwise, it forwards the
nmessage to all its MSDP peers (except the one fromwhich it received
t he SA nessage).

When an MSDP peer which is also an RP for its own domain receives a
new SA nessage, it determines if there are any group nenbers within
the domain interested in any group described by an (Source, G oup),
or (S,G entry within the SA nessage. That is, the RP checks for a
(*,Q entry with a non-enpty outgoing interface list; this inplies
that sone systemin the domain is interested in the group. In this
case, the RP triggers a (S,G join event towards the data source as
if a Join/Prune nessage was received addressed to the RP itself.
This sets up a branch of the source-tree to this domain. Subsequent
data packets arrive at the RP via this tree branch, and are forwarded
down the shared-tree inside the domain. |If |leaf routers choose to
join the source-tree they have the option to do so according to

exi sting PIM SM conventions. Finally, if an RP in a donain receives
a PIM Join nessage for a new group G the RP SHOULD trigger a (S, G
join event for each active (S,G for that group in its SA cache.

This procedure has been affectionately naned fl ood-and-join because
if any RP is not interested in the group, they can ignore the SA
nmessage. Qtherwise, they join a distribution tree.

4. Caching

A MSDP speaker MUST cache SA nessages. Caching allows paci ng of MSDP
nmessages as well as reducing join latency for new receivers of a
group G at an originating RP which has existing MSDP (S, G state. In
addi tion, caching greatly aids in diagnosis and debuggi ng of various
probl ens.

An MSDP speaker must provide a mechanismto reduce the forwarding of
new SA's. The SA-cache is used to reduce storns and perforns this by
not forwarding SA's unless they are in the cache or are new SA
packets that the MSDP speaker will cache for the first tinme. The
SA-cache al so reduces storns by advertising fromthe cache at a
period of no nore than twi ce per SA-Advertisenent-Tinmer interval and
not less than 1 time per SA Advertisenent period.

5. Timers
The main tiners for MSDP are: SA-Advertisenment-Tinmer, SA Cache Entry

timer, Peer Hold Tinmer, KeepAlive tiner, and ConnectRetry timer.
Each is consi dered bel ow.
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5.1. SA-Advertisenent-Ti ner

RPs whi ch originate SA nessages do so periodically as long as there
is data being sent by the source. There is one SA-Advertisenent -

Ti mer covering the sources that an RP may advertise. [ SA-
Advertisenent - Peri od] MJST be 60 seconds. An RP MJUST not send nore
than one periodic SA nessage for a given (S,G within an SA
Advertisenment interval. Oiginating periodic SA nessages is required
to keep announcenents alive in caches. Finally, an originating RP
SHOULD trigger the transm ssion of an SA nmessage as soon as it
receives data froman internal source for the first tine. This
initial SA nmessage nmay be in addition to the periodic sa-nessage
forwarded in that first 60 seconds for that (S Q.

5.2. SA-Advertisenent-Ti ner Processing

An RP MJST spread the generation of periodic SA nessages (i.e.
nmessages advertising the active sources for which it is the RP) over
its reporting interval (i.e., SA-Advertisenent-Period). An RP starts
the SA-Advertisenent-Ti mer when the MSDP process is configured. Wen
the timer expires, an RP resets the tinmer to [ SA-Adverti senent -

Peri od] seconds, and begins the advertisenent of its active sources.
Active sources are advertised in the follow ng manner: An RP packs
its active sources into an SA nessage until the | argest MSDP packet
that can be sent is built or there are no nore sources, and then
sends the nessage. This process is repeated periodically within the
SA- Advertisenent-Period in such a way that all of the RP's sources
are advertised. Note that since MSDP is a periodic protocol, an

i mpl enentati on SHOULD send all cached SA nmessages when a connection
is established. Finally, the tinmer is deleted when the MSDP process
i s de-configured.

5.3. SA Cache Tinmeout (SA-State Timer)

Each entry in an SA Cache has an associated SA-State Tiner. A
(S,G-SA-State-Timer is started when an (S, G -SA nessage is initially
received by an MSDP peer. The tinmer is reset to [SG State-Period] if
another (S, G-SA nessage is received before the (S, G -SA- State Tiner
expires. [SG State-Period] MJST NOT be | ess than [ SA-Adverti senent -
Peri od] + [ SA-Hol d- Down- Peri od].

5.4. Peer Hold Tiner
The Hold Tiner is initialized to [Hol dTi me-Peri od] when the peer’s

transport connection is established, and is reset to [Hol dTi me-
Peri od] when any MSDP nmessage is received. Finally, the tiner is
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del eted when the peer’s transport connection is closed. [HoldTime-
Period] MUST be at | east three seconds. The reconmended val ue for
[ Hol dTi me- Period] is 75 seconds.

5.5. KeepAlive Tinmer

Once an MSDP transport connection is established, each side of the
connection sends a KeepAlive nessage and sets a KeepAlive timer. |If
the KeepAlive tinmer expires, the |ocal system sends a KeepAlive
message and restarts its KeepAlive tiner.

The KeepAlive timer is set to [ KeepAlive-Period] when the peer cones
up. The timer is reset to [ KeepAlive-Period] each tinme an MSDP
nmessage is sent to the peer, and reset when the tiner expires.

Finally, the KeepAlive tiner is deleted when the peer’s transport
connection is closed.

[ KeepAl i ve-Period] MJST be | ess than [Hol dTi me-Period], and MJST be
at | east one second. The recomended val ue for [KeepAlive-Period] is
60 seconds.

5.6. ConnectRetry Timer

The ConnectRetry timer is used by the MSDP peer with the lower IP
address to transition from | NACTI VE to CONNECTI NG states. There is
one timer per peer, and the [ConnectRetry-Period] SHOULD be set to 30
seconds. The tiner is initialized to [ConnectRetry-Period] when an
VMSDP speaker attenpts to actively open a TCP connection to its peer
(see section 15, event E2, action A2 ). Wen the tiner expires, the
peer retries the connection and the tinmer is reset to [ConnectRetry-
Period]. It is deleted if either the connection transitions into
ESTABLI SHED state or the peer is de-configured.

6. Internedi ate MSDP Peers

I ntermedi ate MSDP speakers do not originate periodic SA nessages on

behal f of sources in other domains. In general, an RP MUST only
originate an SA for a source which would register to it, and ONLY RPs
may originate SA nessages. |Internediate MSDP speakers MAY forward SA

nmessages received from ot her donains.

7. SA Filtering and Policy
As the nunber of (S, G pairs increases in the Internet, an RP nay
want to filter which sources it describes in SA nmessages. Al so,

filtering may be used as a matter of policy which at the sane tine
can reduce state. MSDP peers in transit domains should not filter SA

Fenner & Meyer Experi nment al [ Page 6]



RFC 3618 VSDP Cct ober 2003

10.

10.

nmessages or the flood-and-join nobdel can not guarantee that sources
will be known throughout the Internet (i.e., SAfiltering by transit
domai ns may cause undesired |ack of connectivity). |In general
policy should be expressed using MBGP [ RFC2858]. This will cause
MSDP nessages to flow in the desired direction and peer-RPF fail

ot herwi se. An exception occurs at an administrative scope [ RFC2365]
boundary. In particular, a SA nessage for a (S,G MJST NOT be sent
to peers which are on the other side of an adm nistrative scope
boundary for G

Encapsul at ed Data Packets

The RP MAY encapsul ate nulticast data fromthe source. An interested
RP may decapsul ate the packet, which SHOULD be forwarded as if a PIM
regi ster encapsul ated packet was received. That is, if packets are
already arriving over the interface toward the source, then the
packet is dropped. Oherwise, if the outgoing interface list is
non-null, the packet is forwarded appropriately. Note that when
doi ng data encapsul ation, an inplenmentati on MJST bound the tine
during whi ch packets are encapsul at ed.

This allows for small bursts to be received before the nmulticast tree
is built back toward the source’s domain. For exanple, an

i npl emrent ati on SHOULD encapsul ate at |east the first packet to

provi de service to bursty sources.

O her Scenari os

MESDP is not limted to depl oynent across different routing domains.

It can be used within a routing dormain when it is desired to depl oy
multiple RPs for the sane group ranges such as with Anycast RP's. As
long as all RPs have a interconnected MSDP topol ogy, each can |learn
about active sources as well as RPs in other donains.

MSDP Peer - RPF For war di ng

The MSDP Peer-RPF Forwarding rules are used for forwardi ng SA
nmessages throughout an MSDP enabl ed internet. Unlike the RPF check
used when forwardi ng data packets, which generally conpares the
packet’ s source address against the interface upon which the packet
was received, the Peer-RPF check conpares the RP address carried in
the SA nessage agai nst the MSDP peer from which the nessage was
received.

1. Definitions

The following definitions are used in the description of the Peer-RPF
Forwar di ng Rul es:
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10.

10.

10.

1.1. Milticast RPF Routing Information Base

The Multicast RPF Routing Information Base (MRIB) is the nmulticast
topology table. It is typically derived fromthe unicast routing
table or fromother routing protocols such as multi-protocol BGP

[ RFC2858] .

1. 2. Peer - RPF Rout e

The Peer-RPF route is the route that the MR B chooses for a given
address. The Peer-RPF route for a SA's originating RP is used to
sel ect the peer fromwhich the SA is accepted.

1.3. Peer-RPF Forwardi ng Rul es

An SA nessage originated by R and received by X fromN is accepted if
N is the peer-RPF nei ghbor for X and is discarded otherw se.

SA(S, G R) SA(S, G R)

MP(N, X) is an MBDP peering between N and X. MP(R N) is an MSDP
peering path (zero or nore MSDP peers) between R and N, e.g.
MPP(RN) = MP(R A + MP(A B) + MP(B, N. SA(S,GR) is an SA
nmessage for source S on group G originated by an RP R

The peer-RPF nei ghbor N is chosen determnistically, using the first
of the following rules that matches. |In particular, Nis the RPF
nei ghbor of X with respect to Rif

(i). N == R (X has an MSDP peering with R).
(ii). N is the eBGP NEXT_HOP of the Peer-RPF route for R

(iii). The Peer-RPF route for Ris |learned through a distance-vector
or path-vector routing protocol (e.g., BG’, R P, DVVRP) and N
is the neighbor that advertised the Peer-RPF route for R
(e.g., Nis the iBGP advertiser of the route for R}, or Nis
the 1GP next hop for Rif the route for Ris learned via a
link-state protocol (e.g., OSPF [RFC2328] or IS-IS
[ RFC1142]).

(iv). N resides in the closest ASin the best path towards R |If
mul tiple MSDP peers reside in the closest AS, the peer with
the highest I P address is the rpf-peer

(v). N is configured as the static RPF-peer for R
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10.

11.

VSDP peers, which are NOT in state ESTABLISHED (i.e., down peers),
are not eligible for peer RPF consideration.

2. MSDP mesh-group semantics

An MSDP nmesh-group is a operational nmechanismfor reducing SA
flooding, typically in an intra-domain setting. |In particular, when
sone subset of a domain’s MSDP speakers are fully nmeshed, they can be
configured into a nmesh-group

Not e that nmesh-groups assune that a nenber doesn’'t have to forward an
SA to other nenbers of the nesh-group because the originator wll

forward to all nenbers. To be able for the originator to forward to
all nmenbers (and to have each nenber also be a potential originator),
the mesh-group nust be a full nmesh of MSDP peering anong all nenbers.

The semantics of the mesh-group are as foll ows:

(i). If a nmenber R of a nmesh-group Mreceives a SA nessage from an
MSDP peer that is also a nenber of mesh-group M R accepts
the SA nessage and forwards it to all of its peers that are
not part of nesh-group M R MJUST NOT forward the SA nessage
to ot her nenbers of nesh-group M

(ii). If a nmenber R of a mesh-group Mreceives an SA nessage from
an MsSDP peer that is not a nmenber of nesh-group M and the SA
nmessage passes the peer-RPF check, then R forwards the SA
nmessage to all menbers of mesh-group Mand to any ot her nsdp

peers.
MSDP Connection State Machi ne
MSDP uses TCP as its transport protocol. |In a peering relationship,

one MSDP peer listens for new TCP connections on the well-known port
639. The other side makes an active connect to this port. The peer

with the higher IP address will listen. This connection
establi shnment algorithmavoids call collision. Therefore, there is
no need for a call collision procedure. It should be noted, however,

that the di sadvantage of this approach is that the startup tinme
depends conpl etely upon the active side and its connect retry tinmer;
t he passive side cannot cause the connection to be established.

An MSDP peer starts in the DI SABLED state. MSDP peers establish
peering sessions according to the follow ng state machi ne:
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E7- >A8
E8- >A8
E9- >A8

11. 1.

E1)
E2)
E3)
E4)
E5)
E6)
E7)

ES)
E9)

E2- >A2 A | E5- >A5

I
I
I
I
S + |
I
I
I

— —_—— —— e —— — —

Event s

Enabl e MSDP peering with P

Own | P address < P's | P address

Own | P address > P's | P address

TCP established (active side)

TCP established (passive side)

ConnectRetry timer expired

Di sabl e MSDP peering with P (e.g., when one’s own address is
changed)

Hol d Ti mer expired

VMSDP TLV format error detected

E10) Any other error detected

11. 2.
Al)
A2)

A3)

Acti ons

Al'l ocate resources for peering with P Conpare one’s own and
peer’s | P addresses

TCP active OPEN Set ConnectRetry tinmer to

[ Connect Ret ry- Peri od]

TCP passive OPEN (Ilisten)

2003
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A4)

AS)

A6)
A7)
A8)
A9)

11. 3.

The followi ng peer-specific events can occur

Del ete ConnectRetry tinmer Send KeepAlive TLV
Set KeepAlive tinmer to [ KeepAlive-Period]

Set Hold Timer to [Hol dTi me-Peri od]

Send KeepAlive TLV

Set KeepAlive tiner to [ KeepAlive-Period]

Set Hold Timer to [Hol dTi me-Peri od]

Abort TCP active OPEN attenpt

Rel ease resources allocated for peering with P
Abort TCP passive OPEN attenpt

Rel ease resources allocated for peering with P
Cl ose the TCP connection

Rel ease resources allocated for peering with P
Drop the packet

Peer-specific Events

in the ESTABLI SHED

2003

state, they do not cause a state transition. Appropriate actions are
listed for each event.

*) KeepAlive tinmer expired:
-> Send KeepAlive TLV
-> Set KeepAlive tinmer to [ KeepAlive-Period]
*) KeepAlive TLV received:
-> Set Hold Tiner to [Hol dTi me- Peri od]
*) Source-Active TLV received:
-> Set Hold Tiner to [Hol dTi me- Peri od]
-> Run Peer-RPF Forwarding al gorithm
-> Set KeepAlive timer to [KeepAlive-Period] for those peers
the Source-Active TLV is forwarded to
-> Send information to Pl M SM
-> Store information in cache
11.4. Peer-independent Events
There are also a nunber of events that affect nore than one peering
session, but still require actions to be performed on a per-peer
basi s.
*) SA-Advertisenent-Ti mer expired:
-> Start periodic transm ssion of Source-Active TLV(S)
-> Set KeepAlive timer to [ KeepAlive-Period] each tine a
Sour ce-Active TLV is sent
*) MSDP | earns of a new active internal source (e.g., PIMSM
regi ster received for a new source):
-> Send Source-Active TLV
-> Set KeepAlive timer to [KeepAlive-Peri od]
*) SG State-Timer expired (one tinmer per cache entry):
Fenner & Meyer Experi nent al [ Page 11]
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12.

12.

12.

-> I mpl enentation specific, typically mark the cache entry
for deletion

Packet Fornats

MSDP nmessages are encoded in TLV format. |If an inplenmentation
receives a TLV whose | ength exceeds the maxi mum TLV | ength specified
bel ow, the TLV SHOULD be accepted. Any additional data, including
possi bl e next TLV's in the sane nessage, SHOULD be ignored, and the
MSDP session shoul d not be reset.

1. VBDP TLV f or mat

0 1 2 3
01234567890123456789012345678901
I R R i e e s T R S R O R T S T T I i S S R S e e e i =
I Type | Lengt h | Value .... |
I R R i e e s T R S R O R T S T T I i S S R S e e e i =

Type (8 bits)
Descri bes the format of the Value field.

Length (16 bits)
Length of Type, Length, and Value fields in octets. Mninmumlength
required is 4 octets, except for Keepalive nessages. The maxi num
TLV length is 9192.

Val ue (vari abl e | ength)

Format is based on the Type value. See below. The Iength of the
value field is Length field mnus 3. Al reserved fields in the
Value field MJST be transmitted as zeros and ignored on receipt.
2. Defined TLVs

The followi ng TLV Types are defi ned:

Code Type
1 | Pv4 Source-Active
2 | Pv4 Source-Active Request
3 | Pv4 Source-Active Response
4 KeepAl i ve
5 Reserved (Previously: Notification)
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0

VSDP

Each TLV i s descri bed bel ow.

Oct ober 2003

In addition, the following TLV Types are assigned but not descri bed

in this neno:

2. 1. | Pv4 Source-Active TLV

The maxi mum si ze SA nessage that can be sent
9192 octet size does not

2

i ncl ude the TCP

MSDP traceroute in progress
MSDP traceroute reply

is 9192 octets.
| ayer-2 headers.

3

The

01234567890123456789012345678901
T S T T S T S Tr S S S S S i o S s

1 I

X +y

Entry Count

T T T S i T S S S e T T T i S

RP Addr ess

T T T S i S S S S e T il T S S

Reser ved

Sprefix Len

|\

S S T i S S i i S S e Tl T i S SURt S

Group Address

| ) z

S S T i S S T T o S S S S S S S S i S

Sour ce Address

|/

T T T S i S S S S e T il T S S

Type

| Pv4 Source-Active TLV is type 1.

Length x

Is the length of the contro

i nformation in the nmessage.

X is 8

octets (for the first two 32-bit quantities) plus 12 tinmes Entry

Count octets.

Length vy

If 0, then there is no data encapsul at ed.
follows and y is the value of the tota
of the encapsul ated | P packet.

in an SA nessage,

O herwi se an | Pv4 packet
length field in the header
If there are nultiple (S, G entries
only the last entry may have encapsul ated data and

it nmust reflect the source and destinati on addresses in the header
of the encapsul ated | P packet.

Fenner & Meyer
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12.

Entry Count
I's the count of z entries (note above) which follow the RP address
field. This is so multiple (S, Gs fromthe sanme domai n can be
encoded efficiently for the same RP address. An SA nessage
contai ni ng encapsul ated data typically has an entry count of 1
(i.e., only contains a single entry, for the (S,G representing the
encapsul at ed packet).

RP Addr ess
The address of the RP in the donmain the source has becone active in.

Reserved
The Reserved field MJST be transmitted as zeros and MJST be i gnored
by a receiver.

Sprefix Len
The route prefix length associated with source address. This field
MJUST be transmitted as 32 (/32).

Group Address
The group address the active source has sent data to.

Sour ce Address
The | P address of the active source.

Miltiple (S,G entries MAY appear in the same SA and can be batched
for efficiency at the expense of data latency. This would typically
occur on internmedi ate forwardi ng of SA nessages.

2.2. KeepAlive TLV

A KeepAlive TLV is sent to an MSDP peer if and only if there were no
MSDP nmessages sent to the peer within [ KeepAlive-Period] seconds.
This nessage i s necessary to keep the MSDP connection alive.

0 1 2 3
01234567890123456789012345678901
T I T i o ST S S S I mi s o S S S S
I 4 I 3 I
T T T S e s S S S S S S

The length of the nessage is 3 octets which enconpasses the one octet
Type field and the two octet Length field.
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13.

14.

15.

15.

15.

16.

MSDP Error Handling

If an MSDP nessage is received with a TLV format error, the session
SHOULD be reset with that peer. MSDP nessages with other errors,
such as unrecogni zed type code, received from MSDP peers, SHOULD be
silently discarded and the session SHOULD not be reset.

SA Data Encapsul ati on

As discussed earlier, TCP encapsul ation of data in SA nessages MAY be
supported for backwards conpatibility with | egacy MSDP peers.

Applicability Statement
MSDP is used primarily in two depl oynent scenari os:
1. Between PI M Donai ns

MSDP can be used between PI M domains to convey information about
active sources available in other domains. MSDP peering used in such
cases is generally one to one peering, and utilizes the deterministic
peer-RPF rul es described in this spec (i.e., does not use nesh-
groups). Peerings can be aggregated on a single MSDP peer, typically
fromone to hundreds of peerings, simlar in scale, although not
necessarily consistent, with BGP peerings.

2. Between Anycast - RPs

MBSDP i s al so used between Anycast-RPs [ RFC3446] within a PI M domain
to synchroni ze informati on about the active sources being served by
each Anycast-RP peer (by virtue of IGP reachability). MSDP peering
used in this scenario is typically based on MSDP nesh groups, where
anywhere fromtwo to tens of peers can conprise a given nesh group
al though nore than ten is not typical. One or nore of these nesh-
group peers nmay then al so have additional one-to-one peering with
nmedp peers outside that PIMdomain as described in scenario A for
di scovery of external sources. MSDP for anycast-RP w thout externa
VMSDP peering is a valid deploynent option and conmon.

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
intellectual property or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunment or the extent to which any |icense under such rights
m ght or might not be available; neither does it represent that it
has nade any effort to identify any such rights. Information on the
| ETF s procedures with respect to rights in standards-track and
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17.

18.

standards-rel ated docunentation can be found in BCP-11. Copies of
clainms of rights nmade avail able for publication and any assurances of
licenses to be made available, or the result of an attenpt nade to
obtain a general license or pernission for the use of such
proprietary rights by inplenmentors or users of this specification can
be obtained fromthe | ETF Secretari at.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights which may cover technology that may be required to practice
this standard. Please address the information to the | ETF Executive
Director.
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Security Considerations

An MSDP i npl enentati on MJST i npl enent Keyed MD5 [ RFC2385] to secure
control nessages, and MUST be capable of interoperating with peers
that do not support it. However, if one side of the connection is
configured with Keyed MD5 and the other side is not, the connection
SHOULD NOT be establi shed.

In addition, to nmitigate state explosion during denial of service and
other attacks, SAfilters and limts SHOULD be used with MSDP to
limt the sources and groups that will be passed between RPs

[ DEPLOY]. These filtering and limting functions may include, for
exanpl e, access lists of source or group addresses which shoul d not
be propagated to other donains using MSDP, the absol ute hi ghest
accept abl e nunber of SA-state entries or a rate-linit of for the
creation of new SA-state entries after the connection has been

est abl i shed.

If followon work is done in this area, a nore robust integrity
mechani sm such as HVAC- SHALl [ RFC2104, RFC2202] ought to be enpl oyed.
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19.

19.

19.

20.

20.

| ANA Consi derati ons
Thi s docunent creates a new nanespace called "MSDP TLV Val ues" that
the |ANA will manage. The initial seven MSDP TLV val ues are
specified in Section 12.2. The following two sections describe the
rules for allocating new MSDP TLV val ues.
1. |1 ANA Allocated TLV Range

VMSDP TLV values in the range [8,200] (inclusive) are to be allocated
usi ng an | ESG Approval or Standards Action process [ RFC2434].

2. Experinmental TLV Range

TLV values in the range [201, 255] (inclusive) are allocated for
experimental use.
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22.

Ful I Copyright Statenent
Copyright (C) The Internet Society (2003). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
ot hers, and derivative works that comment on or otherw se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assignees.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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