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| ESG Not e

Several groups within the I ETF and | RTF have di scussed the Handl e
Systemand its relationship to existing systens of identifiers. The
| ESG wi shes to point out that these discussions have not resulted in
| ETF consensus on the described Handl e System nor on how it m ght
fit into the IETF architecture for identifiers. Though there has
been di scussion of handles as a formof URI, specifically as a URN,
t hese docunents describe an alternate view of how namespaces and
identifiers mght work on the Internet and include characterizations
of existing systenms which may not match the | ETF consensus view.

Abstract

Thi s docunment provides an overview of the Handle Systemin terns of
its namespace and service architecture, as well as its relationship
to other Internet services such as DNS, LDAP/ X 500, and URNs. The
Handl e Systemis a general - purpose gl obal nane service that all ows
secured nane resolution and adm ni strati on over networks such as the
Internet. The Handl e System nmanages handl es, whi ch are uni que namnes
for digital objects and other Internet resources.
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1. Introduction

Thi s docunment provides an overview of the Handle System a
distributed information system designed to provide an efficient,
extensi bl e, and secured gl obal nane service for use on networks such
as the Internet. The Handl e System i ncludes an open protocol, a
nanespace, and a reference inplenentation of the protocol. The
protocol enables a distributed conputer systemto store names, or
handl es, of digital resources and resol ve those handles into the

i nformati on necessary to |ocate, access, and ot herw se nake use of
the resources. These associ ated val ues can be changed as needed to
reflect the current state of the identified resource wthout changing
the handle. This allows the nanme of the itemto persist over changes
of location and other current state information. Each handl e may
have its own administrator(s) and adninistration can be done in a
distributed environment. The Handl e System supports secured handl e
resolution. Security services such as data confidentiality, data
integrity, and non-repudi ation are provi ded upon client request.

The Handl e System provi des a confederated nane service that allows
any existing |local namespace to join the gl obal handl e nanmespace by
obtai ni ng a uni que Handl e System naning authority. Local nanes and
their val ue-binding(s) remains intact after joining the Handle
System Any handl e request to the |ocal nanmespace nmay be processed
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by a service interface speaking the Handl e System protocol. Conbined
with the unique naming authority, any |local nanme is guaranteed uni que
under the global handl e nanmespace.

There are several services used today to provide nane service for
Internet resources. Anong these, the Domain Nane System (DNS) [ 2, 3]
is the nost widely used. DNS is designed "to provide a mechani sm for
nam ng resources in such a way that the nanes are mappable into IP
addresses and are usable in different hosts, networks, protocol
famlies, internets, and adm nistrative organi zations" [3]. The
grom h of the Internet has rai sed demands for various extensions to
DNS. There are also attenpts to use DNS as a general - pur pose
resource naming system However, the inportance of DNS in basic
network routing has led to great caution in inplenmenting any DNS
extension or overloading the DNS for general - purpose resource nam ng.
An additional factor which argues agai nst using DNS as a general -

pur pose naming service is the DNS administrative nodel. DNS nanes
are typically nanaged by the network adm nistrator(s) at the DNS zone
| evel. There is no provision for per-nane adm nistrative structure

and no facilities for anyone other than the network admi nistrator to
create or manage DNS nanmes. This is appropriate for domai n nane
admi ni stration, but |less so for general -purpose resource nani ng

The Handl e System has been designed fromthe start to serve as a
general - purpose naming service. It is designed to accommpdate very

| arge nunbers of entities and to allow distributed adm nistration
over the public Internet. The Handl e System data nodel allows access
control to be defined at the |level of each of the data val ues
associated with a given handle. Each handle can further define its
own set of administrators that are independent fromthe network or
host admi ni strator.

Traditional URLs (Uniform Resource Locators) [4] allow certain
Internet resources to be naned as a conbi nation of a DNS nane and

| ocal nane. The local nane may be a local file path, or a reference
to sone |local service (e.g., a cgi-bin script). This conbination of
a DNS nanme and a |l ocal nanme provides a flexible adnmi nistrative node
for nami ng and managi ng individual Internet resources. However, the
URL practice also has sonme key limtations. Mst URL schenes (e.g.,
http) are defined for resolution only. Any URL administration has to
be done either at the |local host, or via sone other network service
such as NFS. Using a URL as a nane typically ties the |Internet
resource to its current network | ocation. For exanple, a URL will be
tied toits local file path when the file path is part of the URL.
When the resource noves fromone |ocation to another for whatever
reason, the URL breaks. It is especially difficult to work around
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this probl em when the reason for the | ocation change is change in
ownership of an asset, as ownership is generally reflected in the
domai n nane.

The Handl e Systemis designed to overcone these linmtations and to
add significant functionality. Specifically, the Handle Systemis
designed with the foll owi ng objectives:

- Uniqueness: Every handle is globally unique within the Handl e
System

- Persistence: Handl es may be used as persistent identifiers for
Internet resources. A handle does not have to be derived from
the entity that it nanes. VWile an existing nane, or even a
mmenoni ¢, rmay be included in a handle for conveni ence, the only
operational connection between a handle and the entity it nanmes
is maintained within the Handl e System This of course does
not guarantee persistence, which is a function of
adm nistrative care. But it does allow the same nane to
persi st over changes of |ocation, ownership, and other state
conditions. For exanple, when a naned resource noves from one
| ocation to another, the handle may be kept valid by updating
its value in the Handle Systemto reflect the new | ocation

- Miltiple Instances: A single handle can refer to nmultiple
i nstances of a resource, at different and possibly changi ng
Il ocations in a network. Applications can take advant age of
this to increase performance and reliability. For exanple, a
network service may define nultiple entry points for its
service with a single handle so as to distribute the service
| oad.

- Miltiple Attributes: A single handle can refer to nmultiple
attri butes of a resource, including associated services,
avai |l abl e through any nethod at different and possibly changing
network | ocations. Handles can thus be used as persi stent
entry points into an evolving world of services associated with
identified resources.

- Extensi bl e Nanespace: Existing |ocal nanespaces nmay join the
handl e nanmespace by acquiring a uni que handl e nam ng authority.
This allows | ocal nanespaces to be introduced into a gl obal
context while avoiding conflict with existing nanespaces. Use
of nam ng authorities also allows del egation of service, both
resolution and administration, to a | ocal handl e servi ce.
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- International Support: The handl e nanespace is based on Uni code
3.0 [17], which includes nost of the characters currently used
around the world. This allows handles to be used in any native
environnent. The handl e protocol mandates UTF-8 [5] as the
encodi ng used for handl es.

- Distributed Service Mdel: The Handl e System defines a
hi erarchi cal service nodel such that any | ocal handl e namespace
may be serviced by a corresponding | ocal handle service, by the
gl obal service, or by both. The global service, known as the
A obal Handl e Registry, can be used to dispatch any handl e
service request to the responsible |ocal handl e service. The
di stributed service nodel allows replication of any given
service into nultiple service sites, and each service site may
further distribute its service into a cluster of individua
servers. (Note that |ocal here refers only to nanmespace and
admi ni strative concerns. A local handle service could in fact
have many service sites distributed across the Internet.)

- Secured Nanme Service: The Handl e System all ows secured nane
resolution and adm nistration over the public Internet. The
Handl e System protocol defines standard nechani sms for both
client and server authentication, as well as service
aut horization. It also provides security options to assure
data integrity and confidentiality.

- Distributed Admi nistration Service: Each handle may define its
own administrator(s) or adm nistrator group(s). Ownership of
each handle is defined in terns of its administrator or
admi ni strator groups. This, conbined with the Handl e System
aut hentication protocol, allows any handl e to be managed
securely over the public network by its adninistrator at any
network | ocati on.

- Efficient Resolution Service: The handl e protocol is designed
to allow highly efficient nane resolution performance. To
avoi d resolution being affected by conputationally costly
admi ni stration service, separate service interfaces (i.e.
server processes and their associated communi cation ports) for
handl e nanme resol uti on and adm ni stration nay be defined by any
handl e servi ce.

Thi s docunment provides an overvi ew of the handl e namespace and
service architecture. It also conpares the Handle System w th ot her
existing Internet services, protocols, and specifications (e.g., DNS
[2, 3], URLs [4], X 500/LDAP [6,7,8], and URN [9,10]). Details of
the handl e system data and service nodel, as well as its

comuni cati on protocol, are specified in separate docunents. They
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can be found under the Handl e System website at
http://ww. handl e. net .

2. Motivations

Since there are a nunber of name related projects in the Internet
comunity, it is worth defining exactly where we believe the Handl e
Systemfits. Unfortunately, that is particularly hard because the
other primary nam ng schenes either take an abstract services
approach (e.g., URI/URN), or an approach to nane resol ution absent of
a self-contained franework for reliable yet distributed

admi ni stration of the underlying databases (e.g., DNS). This makes
categorizing the Handl e Systemdifficult.

The Handl e System crosses boundaries. Looked at as a nane resol ution
system it mght be conpared to DNS. |If used to inplenent a URI/URN
nanespace, it could be used with any URI/URN schene. |f used for
distributed information updates and administration, it could be
considered a sinplified-version of a distributed database system

It is probably best to view the Handl e System as a nane-attribute

bi ndi ng service with a specific protocol for securely creating,
updati ng, naintaining, and accessing a distributed database. It is
designed to be an enabling service for secured information and
resource sharing over networks such as the public Internet.
Applications of the Handl e System could include neta-data services
for digital publications, identity managenent services for virtua
identities, or any other applications that require resolution and/or
admi ni stration of globally unique identifiers.

In the spirit of exploration, the Handl e System has been designed to
have hi gh performance for nane resolution and to push the boundaries
of distributed access control and adm nistration. Unlike nost
conventional systens (even distributed systens) that are designed to
have a relatively small nunber of broadly enpowered adm nistrators,
the Handl e Systemallows extrenely fine granularity of adm nistrative
control. It has a unique self-contained adm nistrative framework

t hat de-coupl es the ownership of each handle fromthe system

adm ni strators and all ows access control to be defined for each
handl e val ue.

It should be noted, that as with all real systens, the Handle System
is a conpromni se between a nunber of technical and practical concerns.
There are also different opinions within the | ETF on where the Handl e
Systemfits in relation to other existing Internet nanme services. It
is with the goal of exposing a broader community to the concepts,
approach, specific decisions, tradeoffs and results that we are
witing this RFC
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3.

Handl e Nanespace

Every handl e consists of two parts: its nam ng authority, otherw se
known as its prefix, and a unique | ocal nane under the nam ng
authority, otherw se known as its suffix:

<Handl e> ::= <Handl e Nam ng Authority> "/" <Handl e Local Nanme>

The naming authority and |l ocal name are separated by the ASCI
character "/". The collection of |ocal nanes under a nam ng
authority defines the |ocal handl e nanmespace for that nam ng
authority. Any local nane must be unique under its |ocal nanespace.
The uni queness of a naning authority and a | ocal nane under that
authority ensures that any handle is globally unique within the
context of the Handl e System

For exampl e, "10.1045/january99-bearnan” is a handle for an article
published in D-Lib magazine [12]. Its naming authority is "10.1045"
and its local nane is "january99-bearnman”. The handl e nanmespace can
be considered a superset of many |ocal nanmespaces, with each I ocal
nanespace havi ng a uni que naming authority under the Handl e System
The naming authority identifies the administrative unit of creation,
al t hough not necessarily continuing adninistration, of the associated
handl es. Each naming authority is guaranteed to be gl obally unique
within the Handl e System Any existing |ocal namespace can join the
gl obal handl e nanespace by obtaining a unique naning authority so
that any | ocal nanme under the nanespace can be globally referenced as
a conbi nation of the naming authority and the | ocal nane as shown
above.

Nam ng authorities under the Handl e Systemare defined in a

hi erarchical fashion resenbling a tree structure. Each node and | eaf
of the tree is given a |label that corresponds to a naming authority
segnent. The parent node notifies the parent nanming authority of its
child nodes. Unlike DNS, handle naning authorities are constructed
left to right, concatenating the |labels fromthe root of the tree to
the node that represents the naming authority. Each label is
separated by the octet used for ASCI|I character "." (Ox2E). For
exanmpl e, a naming authority for the National Digital Library Program
("ndlp") at the Library of Congress ("loc") is defined as "l oc.ndl p".

Each nami ng authority may have many child nam ng authorities

regi stered underneath. Any child naning authority can only be
registered by its parent after its parent nam ng authority has been
regi stered. However, there is no intrinsic admnistrative

rel ati onshi p between the nanespaces represented by the parent and
child naming authorities. The parent namespace and its child
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nanespaces nmay be served by different handl e services, and they may
or may not share any administration privileges.

Handl es may consi st of any printable characters fromthe Universa
Character Set (UCS-2) of ISOIEC 10646, which is the exact character
set defined by Unicode v3.0 [17]. The UCS-2 character set
enconpasses nost characters used in every mgjor |anguage witten
today. To allow conpatibility with nost of the existing systens and
to prevent anbiguity anong different encodi ngs, the Handl e System
protocol mandates UTF-8 to be the only encoding used for handl es.
The UTF-8 encodi ng preserves any ASCI| encoded nanes so as to all ow
maxi num conpatibility with existing systens w thout causing nam ng
conflict. Some encoding issues over the gl obal nanespace and the
choi ce of UTF-8 encoding are discussed in [13].

By default, handles are case sensitive. However, any individual
handl e service may define its namespace such that ASCI| characters
wi t hi n any handl e under that nanespace are case insensitive.

4. Handle System Architecture

The Handl e System defines a hierarchical service nodel. The top

| evel consists of a single handle service, known as the d obal Handle
Registry (GHR). The lower |evel consists of all other handle

servi ces, generically known as Local Handl e Services (LHS).

The d obal Handl e Registry can be used to manage any handl e
nanespace. It is unique anong handl e services only in that it

provi des the service used to nanage naning authorities, all of which
are managed as handles. The naming authority handl e provides
information that clients can use to access and utilize the |ocal
handl e service for handl es under the naming authority.

Local Handle Services are intended to be hosted by organizations with
admini strative responsibility for handl es under certain nam ng
authorities. A Local Handle Service may be responsible for any
nunber of |ocal handl e nanespaces, each identified by a unique nam ng
authority. The Local Handle Service and its responsible set of |ocal
handl e namespaces nust be registered with the d obal Handl e Registry.

One inportant aspect of the Handle Systemis its distributed
architecture. The Handl e System as a whol e consists of a nunber of
i ndi vi dual handl e services. FEach of these services may consist of
one or nore service sites. Each service site is a conplete
replication of every other site in the service in ternms of handle
resolution. Each service site may consist of one or nore handl e
servers. Al handles, and hence all handl e requests, directed at a
given service site will be evenly distributed across these handl e
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servers. The Handl e System as a whol e nmay consi st of any nunber of
handl e services. There are no design linits on the nunber of handle
services or on the nunber of sites which make up each service, nor
are there any Iimts on the nunber of servers that nake up each site.
Replication anong any service site does not require that each site
contain the sane nunber of servers. In other words, while each site
will have the sane replicated set of handles, each site may all ocate
that set of handles across a different nunber of servers. This

di stributed approach is intended to aid scalability, accommbdate any
| arge-scal e of operation, and nitigate problens of single point
failure.

Figure 3.1 illustrates a potential handle service that consists of
two service sites: one located on the U S. east coast and the other
on the U S. west coast. The east coast service site consists of four
server conputers. The west coast service site, with nore powerfu
comput ers depl oyed, decides two servers will suffice. The nunber of
service sites for any handl e service, as well as the nunmber of
servers that are used by any service site, my be added or renpved
dynami cal |y dependi ng on the service requirenent.

I
| | | | I [ | S | | S ||
| | serverl | | server2 | | | 1 E | | E | |
| | || || | | R | | R [ ]
| - e I [ v | | Vv ||
| - e I | | E | | E ||
I | | I | | R | | R [ ]
| | Server3 | | Serverd | | | | || | |
| | || || [ 1 | | 2 ||
I AENEEEEEEEES | e |
Handl e Service Site 1 Handl e Service Site 2
(US East Coast) (US West Coast)

Figure 3.1: Handle service configured with two service sites

Each handl e service manages a di stinct sub-nanmespace under the Handl e
System Nanespaces under different handl e services may not overlap
The sub-namespace typically consists of handl es under a nunber of

nam ng authorities. The handle service is called the "hone" service
of these naming authorities and is the only one that provides
resolution and adm nistration service for handl es under these nam ng
authorities. Before resolving a handle, a client has to determ ne
the "hone" service of the handle in question. The "hone" service of
each handle is the "hone" service of its nam ng authority and is
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regi stered at the dobal Handl e Registry. dients can find the
"hone" service for each handl e by querying the naming authority
handl e at the d obal Handl e Registry.

The d obal Handl e Regi stry maintains nam ng authority handl es. Each
nam ng aut hority handl e maintains the service information that

descri bes the "home" service of the naming authority. The service
information lists the service sites of the given handl e service, as
well as the interface to each handl e server within each site. To
find the "home" service for any handle, a client can query the d obal
Handl e Registry for the service informati on associated with the
correspondi ng naning authority handle. The service information

provi des the necessary information for clients to communicate with

t he "hone" service.

Figure 3.2 shows an exanple of a typical handle resol ution process.
In this case, the "hone" service is a Local Handle Service. The
client is trying to resolve the handl e "10. 1045/ ul y95-arns"” and has
to find its "hone" service fromthe G obal Handl e Registry. The
"hone" service can be found by sending a query to the d obal Handl e
Regi stry for the nam ng authority handle for "10.1045". The d obal
Handl e Registry returns the service information of the Local Handle
Service that is responsible for handl es under the nam ng authority

"10.1045". The service infornmation allows the client to conmunicate
with the Local Handl e Service to resolve the handle "10.1045/j ul y95-
arms".
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| 4. Result of client request
Cient with gl obal |
service information |
I

------------------------ 3. Request to responsible

I
| A Local Handl e Service |
1. dient | | |
query for | | |
nani ng | | 2. Service information |
authority | | for "10.1045" \%
"10.1045" | U U p U
|
Voo

Local Handl e Service
responsi ble for the
nam ng authority
"10. 1045"

I
A obal Handl e |
Regi stry |

I

Figure 3.2: Handle resolution starting with gl oba

To inprove resol ution performance, any client may choose to cache the
service information returned fromthe G obal Handl e Registry and use
it for subsequent queries. A separate handle caching server, either
stand-al one or as a piece of a general caching nmechanism may also be
used to provide shared caching within a |ocal community. Gven a
cached resolution result, subsequent queries of the sane handl e may
be answered |l ocally w thout contacting any handl e service. G ven
cached service information, clients can send their requests directly
to the correct Local Handle Service wi thout contacting the G obal
Handl e Registry.

5. Handl e System Security

The Handl e System provi des handl e resol uti on and adm ni stration

servi ce over networks such as the public Internet. Each handle can
be assigned a set of values. dients use the handl e resol ution
service to resolve any handle into its set of values. Each value has
a data type and a uni que value index. dients can query for specific
handl e val ues based on data type or val ue index.

The handl e adm ni stration service answers requests fromclients to
manage handl es. These include addi ng handl es, del eting handl es or
updating their values. It also manages naning authorities via nam ng
authority handles. Each handle can have its own adm nistrator(s),
and each admi nistrator can be granted a certain set of perm ssions.
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The handl e system aut henti cati on protocol authenticates the handle
adm ni strator before fulfilling any administrative request.

The Handl e System provi des security services such as client and
server authentication, data confidentiality and integrity, and non-
repudi ati on. By default, handle resolution does not require any
client authentication. However, resolution requests for confidenti al
data assigned to any handle (by its adnministrator), as well as any
admi ni stration requests (e.g., adding or deleting handl e val ues)
require authentication of the client for proper authorization. The
server will decide, during the authorization process, whether or not
the client has pernission to access those confidential handle val ues,
or has permnission to add or update handl es and handl e val ues. Wen
aut hentication is required, the handle server will issue a challenge
to the requesting client before carrying out the client’s request.

To satisfy the authentication requirenent, the client nust send back
the correct response identifying itself as a qualified adm nistrator.
The handl e server will respond to the initial request only after
successful authentication of the client. Handle clients may choose
to use either secret key or public key cryptography for

aut hentication. Handle System authentication can also be carried out
via third party authentication services. To ensure data integrity,
clients may request digitally signed responses from any handl e
server. They nay al so set up secured comuni cati on sessions with
handl e servers so that any exchanged informati on can be encrypted
(for data confidentiality) using a session key. Handle servers can
al so provide confidentiality by encrypting the handl e data before
sending it to the client.

The Handl e System provi des service options for secured infornmation
exchange between the client and server. This does not, of course,
guar antee the truthful ness of handle values. Incorrect val ues
assigned to any handle by its administrator may very well m sl ead
clients. On the other hand, a handl e value nmay contain references to
ot her handl e values to provide additional credentials. For exanple,
a handle value R (e.g., a claim may contain a reference to sone

ot her handl e value that contains the digital signhature (froma

credi tabl e source) upon the value R dients who trust the signature
could then trust the handle value R

6. The Handl e System and ot her |nternet Services
There are a nunber of existing and proposed Internet identifier
services or specifications that, by design or intent, cover sone of

the functionalities proposed for the Handle System This section
briefly reviews themin relationship to the Handl e System

Sun, et al. | nf or mat i onal [ Page 12]



RFC 3650 Handl e System Overvi ew Novenber 2003

6.1. Donmin Name Service (DNS)

The Dormai n Nane Service, or DNS, was originally designed and is
heavily used for mappi ng donmain nanmes into | P Addresses for network
routi ng purposes. RFC 1034 [2] and RFC 1035 [3] provide detailed
descriptions of its design and inplenmentation. The growmh of the
Internet has increased demands for various extensions to DNS, even
its possible use as a general purpose resource naning system
However, any such use has the potential to sl ow down the network
address translation and/or affect its effectiveness in network
routing. DNS inplenentations typically do not scale well when a

| arge anount of data is associated with any particular DNS nane. It
is therefore generally considered i nappropriate to use DNS as a
gener al - pur pose nani ng servi ce.

An additional factor that argues agai nst using DNS as a general -

pur pose naming service is the DNS administrative nodel. DNS nanes
are typically nanaged by the network adm nistrator(s) at the DNS zone
level. There is no provision for a per-nanme admnistrative

structure. No facilities are provided for anyone other than network
adm nistrators to create or manage DNS nanes. This is appropriate
for domain nane adninistration but |ess so for general - purpose namne
adm ni strati on.

The Handl e Systemdiffers fromDNS in its distributed adninistration
and service nodel, as well as its security features. The handl e
system protocol includes security options to assure confidentiality
and integrity during data transnission. Each handle can have its own
admi ni strator, independent fromthe server administrator. The handl e
system protocol allows any handl e administrator to rmanage his or her
handl es securely over the public network. Additionally, the Handl e
System service nodel allows any of its service sites to dynamcally
configure its service distribution anong a cluster of servers to
accommodat e i ncreased service requests. This also allows |ess
powerful conmputers to be used together to support any arbitrarily

| ar ge nunber of handl es.

6.2. Directory Services (X 500/ LDAP)

X.500 [6] is the OSI Directory Standard defined by the |1SO and the
ITU It is designed "to provide a white pages service that would
return either the tel ephone nunbers or X 400 O R addresses of
people", and is "concerned nainly with providing the nane server
service for Open Systens Interconnection (OSlI) applications” [7].

X. 500 defines a hierarchical data and information nodel with a set of
protocols to all ow gl obal name | ookup and search. The protocol
however, has proved difficult to inplement and there has been
difficulty in getting "client access integrated into existing
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products" [14]. LDAP (Lightweight Directory Access Protocol) [8] has
overcome nmany of these difficulties by nmaking the protocol sinpler
and easier to inplenment. Sonme concern remains, however, that as LDAP
is emerging froma local directory access protocol (LDAP v2) into a
distributed service protocol (LDAP v3), it faces many issues not
addressed in its original design, resulting in new conplications.

The fundanmental difference between a nane resolution service such as
the Handl e System and a directory service such as LDAP, is search
capability. The added functionality of being able to search a
directory service necessarily carries with it added conplexity, thus
affects its efficiency. A pure nanme service, such as the Handl e
System can be designed solely around efficient resolution of known
items without addressing functions and data structures required for
di scovery of unknown itens based on inconplete criteria.

Directory services, such as LDAP or WHO S++ [15,16], nay be used in
tandemwi th the Handl e Systemto provide reverse | ookup service.

Exi sting corporate directory services, for exanple, could provide
interfaces to both services. The Handle Systeminterface would
provide a highly efficient name resolution service. The directory
service interface woul d provi de extended search capability. Handles
could al so be used in LDAP service referral. For exanple, an LDAP
service may be referenced as a handle. Doing so will nmake the

ref erence persistent overtine, independent of |ocation change.

6.3. Uniform Resource ldentifier (URI)/Uniform Resource Nane(URN)

Uni form Resource Identifier (URI) [23] defines a uniform yet

ext ensi bl e nami ng nechani smfor identifying Internet resources in web
applications. Uniform Resource Nane (URN) [11], a subset of URI
defines a nanespace registration nechani smfor persistent namespaces
under URI. URI/URN represents nost of the Internet nane services
used in web applications. This section discusses the relationship of
the Handl e Systemto URI/URN and how applications may utilize the
Handl e Systemwithin the URI/URN cont ext.

The Handl e System provi des a general - purpose nane service for the
Internet. Like DNS or X 500 directory service, the Handl e System
defines its nanespace outside of any URI/URN nanespace. Handl es can
be transcribed and resolved directly, without any URI/URN schene as a
prefix. For exanple, a library application may resolve the handl e
"10.1045/jul y95-arnms" directly into its set of handle values. No
URI/ URN schene will be needed in this case.

The Handl e System nmay be used for applications that require a

persi stent name service. The Handl e System provi des the necessary
nmechani sns to all ow persistent nanes to be regi stered as handl es.
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Specific naming authorities may be defined to host those handl es
designed to be persistent. However, the persistence of handles
depends nore on administrative policies than the technol ogy itself.
Such policies are beyond the Handl e System service, as described in
this set of docunents.

On the other hand, the Handl e System can al so be used for
appl i cati ons where persistent names are not required. Such handl es
may have a short life-tinme and they nay al so be used to identify
different objects at different tines.

Different web applications may be devel oped using the Handl e System
as the underlying nane service. Each of these applications my
define its own URI/URN nanespace for its application needs. For
exanpl e, application FOO may have a URI nanespace "foo:" registered
to identify any FOO services on the web. 1In the nmean tine,
applicati on BAR nay have a URN nanespace "URN BAR' registered to
identify any BAR object that needs a persistent name. Both FOO and
BAR applications nay use handl es (under their respective nam ng
authority) in nanming and resolving to services and/or objects. This
is simlar in DNS, where there are different URl schenes (e.qg.
"telnet", "ftp", "nailto", etc.) defined for different applications,
all using the DNS service.

The | ETF and | RTF have di scussed the Handl e Systemin the real m of

URI -rel ated work. There are different opinions on whether the Handle
Systemwill fit into a specific URI or URN namespace. There are also
concerns on where the Handle Systemfits in relation to other

exi sting name services on the Internet. Such discussions are out of
the scope of this docunent.

7. Security Considerations

This section is nmeant to inform people of security limtations of the
Handl e System as well as precautions that should be taken by
appl i cati on devel opers, service providers, and Handl e Systemclients.
Specific security considerations regardi ng the Handl e System protoco
[21], as well as its data and service nodel [22], are addressed in
separ at e docunents.

7.1. General Security Practice

The security of the Handl e System depends on both client and server
host security at every step in the transaction. It assumes the
client host has not been tanpered with and that client software will
reliably convey the received data to the client. The client of any
handl e servi ce must al so assune that any handl e servers invol ved have
not been conprom sed. To trust the G obal Handle Registry is to
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believe that the G obal Handle Registry will correctly direct the
client request to the responsible Local Handle Service. To trust a
Local Handle Service is to believe that the Local Handl e Service w |
correctly return the data that was assigned to the handle by its
administrator. A Local Handl e Service typically supports a set of
nam ng authorities. Thus, trusting a Local Handl e Service woul d
inmply trusting those nam ng authorities.

The integrity of the Handl e System depends heavily on the integrity

of the global service information. |Invalid global service
information nmay mislead clients into inappropriate Local Handl e
Services. It may also allow attackers to forge server signatures.

The d obal Handl e Registry nust take extreme caution in protecting
t he gl obal service information and the public key pair used to sign
the gl obal service information. Cient applications should only
accept the global service infornmation fromthe d obal Handl e

Regi stry. They should check its integrity upon each update.

For efficiency reasons, handle servers will not generate or return a
digital signature for every service response, unless specifically
requested by clients. To assure data integrity, clients nust
explicitly ask the server to return the digital signature. To
protect sensitive data from exposure, clients nay establish a
comuni cati on session with the server and ask the server to encrypt
any data using the session key.

7.2. Privacy Protection

By default, nost handle data stored in the Handle Systemis publicly
accessi bl e, unless otherw se specified by the handl e admni ni strator.
Handl e admi ni strators nmust pay attention when addi ng handl e val ues
that contain private information. They may choose to nark these
handl e val ues readabl e only by the handl e adninistrator(s), or to
store these as encrypted handl e val ues, so that these values can only
be read within a controlled audi ence.

Log files generated by the handl e server are another vul nerabl e point
where client privacy may be under attack. Operators of handle
servers nust protect such information carefully.

7.3. Caching and Proxy Servers

Besi des performance gai ns and ot her val ue-added servi ces, both proxy
and caching servers present thenselves as nen-in-the-mddle, and as
such are vulnerable to man-in-the-middle attacks. It is inportant to
know t hat proxy and caching servers are not part of any handl e
service. They are clients of the Handle System Service responses
from proxy and cachi ng servers cannot be authenticated via the Handl e
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System protocol. The trust between the client and its i medi ate
proxy/ cachi ng server has to be setup independently, regardless of the
nunber of proxy/caching servers that are in the mddle of the

conmuni cati on path.

By using proxy and caching servers, clients assunme that the servers
will submit their requests and relay any responses fromthe Handl e
System wi t hout ni shandling any of the contents. They al so assune
that the servers will protect any sensitive information on their
behal f.

Proxy and cachi ng server operators should protect the systens on

whi ch such servers are running as they would protect any systemt hat
contains or transports sensitive information. |In particular, |og

i nformati on gathered at proxies often contain highly sensitive
personal information, and/or information about organizations. Such
i nformati on should be carefully guarded, and appropriate guidelines
for their use devel oped and fol | owed.

Caching servers provide additional potential vulnerabilities because
the contents of the cache represent an attractive target for
mal i ci ous exploitation. Potential attacks on the cache can reveal
private data for a handle user, or information still kept after a
user believes that they have been renoved from the network.
Therefore, cache contents should be protected as sensitive

i nformati on.

7.4. Mrroring

Handl e System clients shoul d be aware of possible delays in content
replication anmong mrroring sites. They should consider sending
their request to the primary service site for any tinme-sensitive
data. Selection of mrroring sites by service administrators nust be
done carefully. Each mrroring site nust follow the same security
procedures in order to ensure data integrity. Software tools may be
applied to ensure data consi stency anong mrroring sites.

7.5. Denial of Service (DoS)

As with any public service, the Handle Systemis subject to denial of
service attacks. No general solutions are available to protect

agai nst such attacks in today’s technol ogy. Server inplenmentations
may be devel oped to be aware of such attacks and notify

admi ni strators when they happen. Statel ess cookies [19, 20] are one
means of mitigating some of the effects of DoS attacks on hosts that
perform aut hentication, integrity, and encryption services. Server
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i npl enent ati ons, noreover, need to be upgradeable to take advant age
of new security technol ogi es, including anti-DoS technol ogi es as
t hese becone avail abl e.

8. History of the Handl e System

The Handl e System was originally conceived and devel oped at CNRl as
part of an overall digital object architecture. The first public

i npl ementation was created at CNRI in the fall of 1994 in an effort
led by David Ely. The overall digital object architecture, including
the Handl e System was |ater described in a paper by Robert Kahn and
Robert Wl ensky [1] in 1995. Devel opnment continued at CNRI as part
of the Conputer Science Technical Reports (CSTR) project, funded by
the Defense Advanced Projects Agency (DARPA) under G ant Nunber NMDA-
972-92-J-1029 and MDA-972-99-1-0018. One aspect of this early
digital library project, which was also a mgjor factor in the

evol uti on of the Networked Conputer Science Technical Reference

Li brary (NCSTRL) [18] and related activities, was to develop a
framework for the underlying infrastructure of digital libraries.

Early adopters of the Handl e Systemincluded the Library of Congress,
the Defense Technical Information Center (DTIC), and the
International DO Foundation (IDF). Feedback fromthese

organi zations as well as NCSTRL, other digital library projects, and
related | ETF efforts as nmentioned above, have all contributed to the
evol ution of the Handle System The current status and avail abl e
software, for both client and server, can be found at
http://ww. handl e. net .
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12.

Ful I Copyright Statenent
Copyright (C) The Internet Society (2003). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
ot hers, and derivative works that comment on or otherw se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assignees.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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