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Abstract

Thi s docunent describes the Optimzed Link State Routing (CLSR)
protocol for nobile ad hoc networks. The protocol is an optinization
of the classical link state algorithmtailored to the requirenents of
a nmobile wireless LAN. The key concept used in the protocol is that
of multipoint relays (MPRs). MPRs are sel ected nodes which forward
broadcast nessages during the flooding process. This technique
substantially reduces the nmessage overhead as conpared to a cl assi cal
fl oodi ng nechani sm where every node retransnits each nessage when it
receives the first copy of the nessage. In OLSR, link state
information is generated only by nodes elected as MPRs. Thus, a
second optim zation is achieved by ninimzing the nunber of contro
messages flooded in the network. As a third optim zation, an MPR
node may chose to report only links between itself and its MPR

sel ectors. Hence, as contrary to the classic link state algorithm
partial link state information is distributed in the network. This
information is then used for route calculation. OLSR provides
optimal routes (in terns of nunber of hops). The protocol is
particularly suitable for |arge and dense networks as the technique
of MPRs works well in this context.
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1. Introduction

The Optim zed Link State Routing Protocol (OLSR) is devel oped for

nobi |l e ad hoc networks. It operates as a table driven, proactive
protocol, i.e., exchanges topol ogy information with other nodes of
the network regularly. Each node selects a set of its neighbor nodes
as "multipoint relays" (MPR). 1In CLSR, only nodes, selected as such

MPRs, are responsible for forwarding control traffic, intended for
diffusion into the entire network. MPRs provide an efficient
mechani sm for fl ooding control traffic by reducing the nunber of
transm ssi ons required.

Nodes, selected as MPRs, al so have a special responsibility when
declaring link state information in the network. |Indeed, the only
requi rement for OLSR to provide shortest path routes to al
destinations is that MPR nodes declare |link-state information for
their MPR selectors. Additional available |link-state information may
be utilized, e.g., for redundancy.

Nodes whi ch have been selected as multipoint relays by sone nei ghbor
node(s) announce this information periodically in their contro
nmessages. Thereby a node announces to the network, that it has
reachability to the nodes which have selected it as an MPR  In route
cal culation, the MPRs are used to formthe route froma given node to
any destination in the network. Furthernore, the protocol uses the
MPRs to facilitate efficient flooding of control nessages in the

net wor k.

A node selects MPRs fromanong its one hop neighbors with

"symetric", i.e., bi-directional, linkages. Therefore, selecting
the route through MPRs automatically avoids the probl ens associ at ed
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wi th data packet transfer over uni-directional |inks (such as the
probl em of not getting Iink-layer acknow edgnments for data packets at
each hop, for link-layers enploying this technique for unicast
traffic).

OLSR i s devel oped to work independently from other protocols.
Li kewi se, OLSR nmakes no assunptions about the underlying |ink-Iayer.

OLSR inherits the concept of forwarding and relaying from H PERLAN (a
MAC | ayer protocol) which is standardized by ETSI [3]. The protocol
is developed in the | PANEMA project (part of the Euclid program and
in the PRIMA project (part of the RNRT program

1.1. OLSR Term nol ogy
The keywords "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT"
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC2119 [5].
Addi tionally, this docunent uses the follow ng term nol ogy:

node

A MANET router which inplenments the Optimzed Link State
Routi ng protocol as specified in this docunent.

OLSR interface
A network device participating in a MANET running OLSR A node
may have several OLSR interfaces, each interface assigned an
uni que | P address.

non OLSR interface
A network device, not participating in a MANET running OLSR A
node may have several non OLSR interfaces (w reless and/or
wired). Routing information fromthese interfaces MAY be
injected into the OLSR routing domain.

single OLSR interface node

A node which has a single OLSR interface, participating in an
OLSR routing domain.

multiple OLSR interface node

A node which has nultiple OLSR interfaces, participating in an
OLSR routing domain.
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mai n addr ess

The main address of a node, which will be used in OLSR contro
traffic as the "originator address" of all nessages emtted by
this node. It is the address of one of the OLSR i nterfaces of
t he node.

A single OLSR interface node MJST use the address of its only
OLSR interface as the main address.

A multiple OLSR i nterface node MJUST choose one of its OLSR
interface addresses as its "main address" (equival ent of
"router ID'" or "node identifier"). It is of no inportance
whi ch address is chosen, however a node SHOULD al ways use the
sane address as its mmin address.

nei ghbor node

A node X is a neighbor node of node Y if node Y can hear node X
(i.e., alink exists between an OLSR interface on node X and an
OLSR interface on Y)

2- hop nei ghbor
A node heard by a nei ghbor

strict 2-hop neighbor
a 2-hop nei ghbor which is not the node itself or a nei ghbor of
the node, and in addition is a neighbor of a neighbor, with
willingness different from WLL_NEVER, of the node.

mul ti point relay (MPR
A node which is selected by its 1-hop neighbor, node X to
"re-transmt" all the broadcast nessages that it receives from
X, provided that the nmessage is not a duplicate, and that the
time to live field of the nessage is greater than one.

mul ti point relay selector (MPR selector, M)
A node which has selected its 1-hop neighbor, node X, as its

multipoint relay, will be called a multipoint relay selector of
node X
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l'i nk

Alink is a pair of OLSR interfaces (fromtwo different nodes)
susceptible to hear one another (i.e., one may be able to
receive traffic fromthe other). A node is said to have a |ink
to anot her node when one of its interface has a link to one of
the interfaces of the other node.

symmetric |ink
A verified bi-directional |ink between two OLSR i nterfaces.
asymretric link

A link between two OLSR interfaces, verified in only one
di rection.

symmetric 1-hop nei ghborhood

The symmetric 1-hop nei ghborhood of any node X is the set of
nodes whi ch have at |east one symmetric link to X

symmetric 2-hop nei ghborhood

The symmetric 2-hop nei ghborhood of X is the set of nodes,
excluding X itself, which have a symmetric link to the
symmetric 1-hop nei ghborhood of X

symmetric strict 2-hop nei ghborhood

The symmetric strict 2-hop nei ghborhood of X is the set of
nodes, excluding X itself and its neighbors, which have a
symmetric link to some synmetric 1-hop neighbor, wth
willingness different of WLL_NEVER, of X

1.2. Applicability

CLSR is a proactive routing protocol for nobile ad-hoc networks
(MANETs) [1], [2]. It is well suited to | arge and dense nobile
networ ks, as the optim zation achieved using the MPRs works well in
this context. The larger and nore dense a network, the nore

optimi zation can be achi eved as conpared to the classic |link state
algorithm OLSR uses hop-by-hop routing, i.e., each node uses its
| ocal information to route packets.

OLSR is well suited for networks, where the traffic is random and

sporadi ¢ between a |larger set of nodes rather than being al nost
exclusively between a small specific set of nodes. As a proactive
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protocol, OLSR is also suitable for scenarios where the conmuni cating
pai rs change over tinme: no additional control traffic is generated in
this situation since routes are maintained for all known destinations
at all tines.

1.3. Protocol Overview

COLSR is a proactive routing protocol for nobile ad hoc networks. The
protocol inherits the stability of a link state algorithm and has the
advant age of having routes inmedi ately avail abl e when needed due to
its proactive nature. OLSR is an optimzation over the classical
link state protocol, tailored for nobile ad hoc networks.

OLSR mi ni m zes the overhead fromflooding of control traffic by using
only sel ected nodes, called MPRs, to retransmt control nessages.
Thi s technique significantly reduces the nunber of retransm ssions
required to flood a nmessage to all nodes in the network. Secondly,
OLSR requires only partial link state to be flooded in order to

provi de shortest path routes. The mnimal set of link state
information required is, that all nodes, selected as MPRs, MJST
declare the links to their MPR selectors. Additional topol ogical
information, if present, MAY be utilized e.g., for redundancy

pur poses.

CLSR MAY optim ze the reactivity to topol ogi cal changes by reducing
the maximumtinme interval for periodic control nessage transm ssion
Furthernore, as COLSR continuously naintains routes to al

destinations in the network, the protocol is beneficial for traffic
patterns where a | arge subset of nodes are communi cati ng with anot her
| arge subset of nodes, and where the [source, destination] pairs are
changi ng over tine. The protocol is particularly suited for |arge
and dense networks, as the optim zation done using MPRs works well in
this context. The larger and nore dense a network, the nore

optimi zation can be achi eved as conpared to the classic |link state

al gorithm

COLSR is designed to work in a conpletely distributed manner and does
not depend on any central entity. The protocol does NOT REQUI RE
reliable transm ssion of control nessages: each node sends control
nmessages periodically, and can therefore sustain a reasonable |oss of
some such nmessages. Such |osses occur frequently in radi o networks
due to collisions or other transm ssion problens.

Al so, COLSR does not require sequenced delivery of messages. Each
control nessage contains a sequence nunber which is incremented for
each nessage. Thus the recipient of a control nessage can, if
required, easily identify which information is nore recent - even if
nmessages have been re-ordered while in transm ssion
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Furthernmore, OLSR provides support for protocol extensions such as
sl eep node operation, nulticast-routing etc. Such extensions may be
i ntroduced as additions to the protocol wthout breaking backwards
conmpatibility with earlier versions.

CLSR does not require any changes to the format of |P packets. Thus
any existing IP stack can be used as is: the protocol only interacts
with routing table nmanagenent.

1.4. Miltipoint Relays

The idea of multipoint relays is to mnimze the overhead of fl ooding
nmessages in the network by reduci ng redundant retransmi ssions in the
same region. Each node in the network selects a set of nodes inits
symmetric 1- hop nei ghborhood which nay retransnit its nessages. This
set of selected neighbor nodes is called the "Miltipoint Relay" (MR)
set of that node. The nei ghbors of node N which are *NOTI* in its MPR
set, receive and process broadcast nessages but do not retransmt
broadcast nessages received from node N.

Each node selects its MPR set fromanong its 1-hop symetric

nei ghbors. This set is selected such that it covers (in terns of
radio range) all symetric strict 2-hop nodes. The MPR set of N,
denoted as MPR(N), is then an arbitrary subset of the symretric 1-hop
nei ghbor hood of N which satisfies the follow ng condition: every node
in the syimmetric strict 2-hop nei ghborhood of N nust have a symetric
link towards MPR(N). The smaller a MPR set, the less control traffic
overhead results fromthe routing protocol. [2] gives an analysis
and exanple of MPR sel ection algorithnmns.

Each node mai ntains information about the set of neighbors that have
selected it as MPR  This set is called the "Miltipoint Relay

Sel ector set" (MPR selector set) of a node. A node obtains this

i nformation from periodi c HELLO nessages received fromthe nei ghbors.

A broadcast nessage, intended to be diffused in the whol e network,
comng fromany of the MPR selectors of node Nis assuned to be
retransmitted by node N, if N has not received it yet. This set can
change over tinme (i.e., when a node selects another MPR-set) and is
i ndicated by the selector nodes in their HELLO messages.

2. Protocol Functioning
This section outlines the overall protocol functioning.
COLSR is nmodul arized into a "core" of functionality, which is always

required for the protocol to operate, and a set of auxiliary
functions.
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The core specifies, inits ow right, a protocol able to provide
routing in a stand-al one MANET.

Each auxiliary function provides additional functionality, which may
be applicable in specific scenarios, e.g., in case a node is
provi di ng connectivity between the MANET and anot her routing donain.

Al'l auxiliary functions are conpatible, to the extent where any
(sub)set of auxiliary functions may be inplenented with the core.
Furthernore, the protocol allows heterogeneous nodes, i.e., nodes
whi ch i mpl enment different subsets of the auxiliary functions, to
coexi st in the network.

The purpose of dividing the functioning of CLSR into a core
functionality and a set of auxiliary functions is to provide a sinple
and easy-to-conprehend protocol, and to provide a way of only adding
conpl exity where specific additional functionality is required.

2.1. Core Functioning

The core functionality of OLSR specifies the behavior of a node,
equi pped with OLSR interfaces participating in the MANET and runni ng
CLSR as routing protocol. This includes a universal specification of
CLSR protocol nessages and their transm ssion through the network, as
well as link sensing, topology diffusion and route cal cul ati on.

Specifically, the core is made up fromthe foll owi ng conponents:

Packet Format and Forwardi ng
A universal specification of the packet fornmat and an optinized
fl oodi ng mechani sm serves as the transport nechanismfor al
OLSR control traffic.

Li nk Sensi ng
Li nk Sensing is acconplished through periodic em ssion of HELLO
nmessages over the interfaces through which connectivity is

checked. A separate HELLO nessage is generated for each
interface and emtted in correspondence with the provisions in

section 7.

Resulting fromLink Sensing is a local link set, describing
l'i nks between "local interfaces" and "renote interfaces”
i.e., interfaces on nei ghbor nodes.
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If sufficient information is provided by the link-layer, this
may be utilized to populate the local Iink set instead of HELLO
nmessage exchange.

ghbor detection

G ven a network with only single interface nodes, a node nay
deduct the neighbor set directly fromthe information exchanged
as part of link sensing: the "main address" of a single
interface node is, by definition, the address of the only
interface on that node.

In a network with nultiple interface nodes, additional
information is required in order to map interface addresses to
mai n addresses (and, thereby, to nodes). This additional
information is acquired through multiple interface declaration
(M D) nessages, described in section 5.

MPR Sel ection and MPR Signaling

The objective of MPR selection is for a node to select a subset
of its neighbors such that a broadcast nessage, retransmtted
by these sel ected neighbors, will be received by all nodes 2
hops away. The MPR set of a node is conputed such that it, for
each interface, satisfies this condition. The information
required to performthis calculation is acquired through the
peri odi c exchange of HELLO nessages, as described in section 6.
MPR sel ection procedures are detailed in section 8.3.

MPR signaling is provided in correspondence with the provisions
in the section 6.

Topol ogy Control Message Diffusion

Topol ogy Control nessages are diffused with the purpose of
provi ding each node in the network with sufficient link-state
information to allow route cal cul ation. Topology Contro
nmessages are diffused in correspondence with the provisions in
section 9.

Rout e Cal cul ati on

Gven the link state information acquired through periodic
nmessage exchange, as well as the interface configuration of the
nodes, the routing table for each node can be conputed. This
is detailed in section 10.
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2.

2.

The key notion for these mechanisns is the MPR rel ationship.

The followi ng table specifies the conponent of the core functionality
of OLSR, as well as their relations to this docunent.

Feat ure | Section

Packet format and forwarding
Information repositories
Main addr and nmultiple if.
Hel | o nmessages

Li nk sensi ng

Nei ghbor detection

Topol ogy di scovery

Routing table conmputation
Node confi guration

RPOWOWOO~NO U~ W

T

Auxi | i ary Functi oni ng

In addition to the core functioning of OLSR, there are situations
where additional functionality is desired. This includes situations
where a node has nmultiple interfaces, sone of which participate in
anot her routing donain, where the programm ng interface to the
net wor ki ng hardware provides additional information in formof |ink
| ayer notifications and where it is desired to provide redundant
topol ogical information to the network on expense of protocol

over head.

The followi ng table specifies auxiliary functions and their relation
to this docunent.

Feature | Section
______________________________ .

Non- CLSR i nt erf aces 12

Li nk-1ayer notifications 13

Redundant topol ogy

|
Advanced |ink sensing | 14

I
Redundant MPR fl oodi ng |

The interpretation of the above table is as follows: if the feature
listed is required, it SHOULD be provided as specified in the
correspondi ng section
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3.

3.

3.

Packet Format and Forwardi ng

OLSR comuni cates using a unified packet format for all data rel ated
to the protocol. The purpose of this is to facilitate extensibility
of the protocol w thout breaking backwards conpatibility. This also
provi des an easy way of piggybacking different "types" of infornmation
into a single transmi ssion, and thus for a given inplenentation to
optimze towards utilizing the maxinmal frane-size, provided by the
network. These packets are enbedded in UDP datagrans for

transni ssion over the network. The present document is presented
with | Pv4 addresses. Considerations regarding IPv6 are given in
section 17.

Each packet encapsul ates one or nore nessages. The nessages share a
conmon header format, which enables nodes to correctly accept and (if
applicable) retransnmit messages of an unknown type.

Messages can be flooded onto the entire network, or flooding can be
limted to nodes within a dianeter (in terns of nunber of hops) from
the originator of the nessage. Thus transmitting a nessage to the
nei ghborhood of a node is just a special case of flooding. Wen

fl oodi ng any control nessage, duplicate retransm ssions wll be
elimnated locally (i.e., each node nmaintains a duplicate set to
prevent transmitting the sane OLSR control nessage tw ce) and
mninzed in the entire network through the usage of MPRs as
described in | ater sections.

Furthernmore, a node can exam ne the header of a nmessage to obtain

i nformation on the distance (in ternms of nunber of hops) to the
originator of the nmessage. This feature may be useful in situations
where, e.g., the time information froma received control nessages
stored in a node depends on the distance to the originator.

1. Protocol and Port Nunber

Packets in OLSR are communi cated using UDP. Port 698 has been
assigned by I ANA for exclusive usage by the OLSR protocol

2. ©Main Address

For a node with one interface, the nmain address of a node, as defined
in "OLSR Term nol ogy", MJST be set to the address of that interface.
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3.3. Packet Format

The
ubDP

+

T+ +— +

e+ +— +— +—

+

3.3. 1.

basic | ayout of any packet in OLSRis as follows (onmtting IP and
headers):

0 1 2 3
01234567890123456789012345678901
B e e S T s i e o S o S o T s ot S S S S S
Packet Length | Packet Sequence Nunber |
T s T e i s S s (i S S Y S S
Message Type | Vtime | Message Size |
T s T e i s S s (i S S Y S S
Origi nator Address |
B e e S T s i e o S o S o T s ot S S S S S
Time To Live | Hop Count | Message Sequence Nunber |
B e e S T s i e o S o S o T s ot S S S S S

I
-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-!I-
Message Type | Vtime | Message Size |
T s T e i s S s (i S S Y S S
Origi nator Address |
B e e S T s i e o S o S o T s ot S S S S S
Time To Live | Hop Count | Message Sequence Nunber |
B e e S T s i e o S o S o T s ot S S S S S
I
I

B T T T S S T T S S T A S i S S

-+

+

MESSACE

+

+

MESSACE

(etc.)

Packet Header

Packet Length

The length (in bytes) of the packet

Packet Sequence Number

Cl ausen

The Packet Sequence Nunber (PSN) MJST be increnmented by one

each tinme a new OLSR packet is transnmitted. "Wap-around" is
handl ed as described in section 19. A separate Packet Sequence
Nunber is maintained for each interface such that packets
transnitted over an interface are sequentially enunerated.
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The | P address of the interface over which a packet was transnitted
is obtainable fromthe |IP header of the packet.

If the packet contains no nessages (i.e., the Packet Length is |ess
than or equal to the size of the packet header), the packet MJST
silently be discarded.

For I Pv4 addresses, this inplies that packets, where the Packet
Length < 16 MJST silently be discarded.

3.3.2. Message Header
Message Type

This field indicates which type of nessage is to be found in
the "MESSAGE" part. Message types in the range of 0-127 are
reserved for messages in this docunent and in possible

ext ensi ons.

Vtinme

This field indicates for how long tine after reception a node
MUST consi der the information contained in the nessage as
valid, unless a nore recent update to the information is
received. The validity tinme is represented by its manti ssa
(four highest bits of Vtine field) and by its exponent (four

| owest bits of Vtinme field). |In other words:

validity tine = C*(1+a/16)* 2*b [in seconds]

where a is the integer represented by the four highest bits of
Vtinme field and b the integer represented by the four | owest
bits of Vtinme field. The proposed value of the scaling factor
Cis specified in section 18.

Message Size

This gives the size of this nessage, counted in bytes and
nmeasured fromthe beginning of the "Message Type" field and
until the beginning of the next "Message Type" field (or - if
there are no followi ng nessages - until the end of the packet).

Q

i gi nat or Address

This field contains the main address of the node, which has
originally generated this nmessage. This field SHOULD NOT be
confused with the source address fromthe | P header, which is
changed each tinme to the address of the internediate interface
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which is re-transnmitting this nessage. The Originator Address
field MUST *NEVER* be changed in retransm ssions.

Tinme To Live

This field contains the nmaxi num nunber of hops a nessage will
be transnitted. Before a nessage is retransnitted, the Tinme To
Li ve MJUST be decrenented by 1. Wen a node receives a nessage
with a Tinme To Live equal to 0 or 1, the nmessage MJST NOT be
retransmitted under any circunstances. Normally, a node would
not receive a nessage with a TTL of zero.

Thus, by setting this field, the originator of a nmessage can
limt the flooding radius.

Hop Count

This field contains the nunber of hops a nessage has attai ned.
Before a nmessage is retransmtted, the Hop Count MJST be
i ncremented by 1.

Initially, this is set to '0" by the originator of the nessage.
Message Sequence Nunber

Wil e generating a nessage, the "originator” node will assign a
uni que identification nunber to each nessage. This nunber is
inserted into the Sequence Nunber field of the nmessage. The
sequence nunber is increased by 1 (one) for each nmessage
originating fromthe node. "Wap-around" is handled as
described in section 19. Message sequence nunbers are used to
ensure that a given nessage is not retransnitted nore than once
by any node.

3.4. Packet Processing and Message Fl oodi ng

Upon receiving a basic packet, a node exam nes each of the "nessage
headers". Based on the value of the "Message Type" field, the node
can determne the fate of the nmessage. A node may receive the sane
nmessage several times. Thus, to avoid re-processing of some nessages
whi ch were already received and processed, each node maintains a
Duplicate Set. In this set, the node records information about the
nost recently received nessages where duplicate processing of a
nmessage is to be avoided. For such a nessage, a node records a
"Duplicate Tuple" (D _addr, D seq num D retransmitted, D_.iface_ list,
Dtinme), where D addr is the originator address of the nessage,

D seg_numis the nessage sequence number of the nessage,
Dretransnmitted is a bool ean indicating whether the nmessage has been
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already retransmitted, D.iface list is a list of the addresses of the
i nterfaces on which the nessage has been received and D tine
specifies the tine at which a tuple expires and *MJST* be renoved.

In a node, the set of Duplicate Tuples are denoted the "Duplicate
set".

In this section, the term"Originator Address" will be used for the
mai n address of the node which sent the nessage. The term " Sender
Interface Address"” will be used for the sender address (given in the
| P header of the packet containing the nessage) of the interface

whi ch sent the nessage. The term "Receiving Interface Address" will
be used for the address of the interface of the node which received
t he nmessage.

Thus, upon receiving a basic packet, a node MJST performthe
following tasks for each encapsul ated nessage:

1 If the packet contains no nessages (i.e., the Packet Length is
Il ess than or equal to the size of the packet header), the
packet MJST silently be discarded.

For | Pv4 addresses, this inplies that packets, where the
Packet Length < 16 MJST silently be di scarded.

2 If the tine to |live of the nmessage is less than or equal to
0" (zero), or if the nmessage was sent by the receiving node
(i.e., the Oiginator Address of the nmessage is the main
address of the receiving node): the nmessage MJST silently be
dr opped.

3 Processi ng condition:

3.1 if there exists a tuple in the duplicate set, where:
D_addr == Originator Address, AND

D seq_num == Message Sequence Nunber

then the nessage has al ready been conpletely processed
and MJUST not be processed again.

3.2 Oherwise, if the node inplenents the Message Type of the

nmessage, the message MJST be processed according to the
specifications for the nmessage type.
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4 Forwar di ng condi ti on:
4.1 if there exists a tuple in the duplicate set, where:
D _addr == Originator Address, AND

D seq_num == Message Sequence Nunber,
AND

the receiving interface (address) is
in D.iface_list

then the nessage has al ready been consi dered for
forwardi ng and SHOULD NOT be retransnmitted again.

4.2 Oherw se:

4.2.1
If the node inplenents the Message Type of the
nessage, the nmessage MJST be considered for
forwardi ng according to the specifications for
the nessage type.

4,.2.2
O herwise, if the node does not inplenent the
Message Type of the nmessage, the nmessage SHOULD
be processed according to the default
forwardi ng al gorithm described bel ow.

3.4.1. Default Forwarding Al gorithm
The default forwarding algorithmis the follow ng:
1 If the sender interface address of the nmessage is not detected
to be in the synmetric 1-hop nei ghborhood of the node, the

forwarding algorithm MJUST silently stop here (and the nessage
MJUST NOT be forwarded).

2 If there exists a tuple in the duplicate set where:
D_addr == Originator Address
D seq_num == Message Sequence Nunber
Then the nmessage will be further considered for forwarding if

and only if:

Dretransnmitted is fal se, AND
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the (address of the) interface which received the nessage
is not included anong the addresses in D_iface_ |ist

3 O herwise, if such an entry doesn’t exist, the nmessage is
further considered for forwarding.

If after those steps, the nessage is not considered for forwarding,
then the processing of this section stops (i.e., steps 4 to 8 are
ignored), otherwise, if it is still considered for forwardi ng then
the followi ng algorithmis used:

4 If the sender interface address is an interface address of a
MPR sel ector of this node and if the tinme to |ive of the
nessage is greater than '1', the nessage MJST be retransmtted
(as described later in steps 6 to 8).

5 If an entry in the duplicate set exists, with same Oiginator
Address, and sane Message Sequence Number, the entry is
updat ed as foll ows:

Dtine = current tinme + DUP_HCOLD TI ME.

The receiving interface (address) is added to
D.iface_list.

Dretransmitted is set to true if and only if the nessage
will be retransnitted according to step 4.

O herwi se an entry in the duplicate set is recorded with:
D_addr = Origi nator Address

Message Sequence Nunber

D_seq_num

Dtine = current tinme + DUP_HCOLD_ TI ME.
Diface_list contains the receiving interface address.

Dretransmitted is set to true if and only if the nmessage
will be retransnitted according to step 4.

If, and only if, according to step 4, the nessage nust be
retransmitted then

6 The TTL of the nmessage is reduced by one.

7 The hop-count of the nessage is increased by one
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8 The nessage is broadcast on all interfaces (Notice: The
remai ning fields of the nmessage header SHOULD be | eft
unnmodi fied.)

3.4.2. Considerations on Processing and Forwardi ng

It should be noted that processing and forwardi ng nessages are two
different actions, conditioned by different rules. Processing
relates to using the content of the nessages, while forwarding is
related to retransmtting the sanme nessage for other nodes of the
net wor k.

Notice that this specification includes a description for both the
forwardi ng and the processing of each known nessage type. Messages
wi th known nessage types MJUST *NOT* be forwarded "blindly" by this
algorithm Forwarding (and setting the correct nessage header in the
forwarded, known, nessage) is the responsibility of the algorithm
speci fying how the nmessage is to be handled and, if necessary,
retransmitted. This enables a nessage type to be specified such that
t he nessage can be nodified while in transit (e.g., to reflect the
route the nessage has taken). It also enables bypassing of the MPR
fl oodi ng nechanismif for sone reason classical flooding of a nessage
type is required, the algorithmwhich specifies how such nessages
shoul d be handled will sinply rebroadcast the nessage, regardless of
MPRs.

By defining a set of nessage types, which MJUST be recogni zed by al

i npl erentations of OLSR, it will be possible to extend the protocol
t hrough introduction of additional nessage types, while still being
able to maintain conpatibility with ol der inplenentations. The
REQUI RED nessage types for the core functionality of OLSR are:

- HELLO nessages, performng the task of |ink sensing, neighbor
detecti on and MPR signaling,

- TC- nessages, performing the task of topol ogy declaration
(advertisenment of |ink states).

- M D- nessages, perfornming the task of declaring the presence of
multiple interfaces on a node.

O her nmessage types include those specified in later sections, as
wel | as possible future extensions such as nessages enabling power
conservation / sleep node, nulticast routing, support for

uni directional |inks, auto-configuration/address assignnent etc.
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3.5. Message Enission and Jitter

As a basic inplenentation requirenent, synchronization of contro
nmessages SHOULD be avoided. As a consequence, OLSR control mnessages
SHOULD be enmitted such that they avoid synchroni zation

Emi ssion of control traffic from nei ghboring nodes nmay, for various
reasons (rmainly tinmer interactions with packet processing), becomne
synchroni zed such that several neighbor nodes attenpt to transmt
control traffic sinultaneously. Depending on the nature of the
underlying link-layer, this may or may not lead to collisions and
hence nessage | oss - possibly | oss of several subsequent nessages of
the sane type

To avoid such synchroni zations, the followi ng sinple strategy for
emtting control messages is proposed. A node SHOULD add an anount
of jitter to the interval at which nessages are generated. The
jitter nmust be a random val ue for each nmessage generated. Thus, for
a node utilizing jitter:

Actual nmessage interval = MESSAGE_ | NTERVAL - jitter

Where jitter is a value, randomy selected fromthe interva

[0, MAXJI TTER] and MESSAGE | NTERVAL is the value of the nessage
interval specified for the nessage being enitted (e.g.,
HELLO | NTERVAL for HELLO nessages, TC_INTERVAL for TC-nessages etc.).

Jitter SHOULD al so be introduced when forwardi ng messages. The
following sinple strategy nay be adopted: when a nessage is to be
forwarded by a node, it should be kept in the node during a short
period of tine :

Keep nmessage period = jitter
Where jitter is a randomvalue in [0, MAXJI TTER] .
Noti ce that when the node sends a control nessage, the opportunity to
pi ggyback other nessages (before their keeping period is expired) may
be taken to reduce the nunber of packet transmni ssions.
Notice, that a nininal rate of control nessages is inposed. A node

MAY send control nessages at a higher rate, if beneficial for a
speci fi c depl oynent.
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4. Information Repositories

Through the exchange of OLSR control nessages, each node accumnul ates
i nformati on about the network. This infornmation is stored according
to the descriptions in this section

4.1. Miltiple Interface Association |Informtion Base

For each destination in the network, "Interface Association Tupl es"

(I _iface_addr, |_main_addr, | _tinme) are recorded. | _iface_addr is an
interface address of a node, |I_main_addr is the main address of this
node. |_tine specifies the time at which this tuple expires and
*MUST* be renoved.

In a node, the set of Interface Association Tuples is denoted the
"Interface Association Set".

4.2. Link Sensing: Local Link Information Base

The local link informati on base stores informati on about links to
nei ghbors.

4.2.1. Link Set

A node records a set of "Link Tuples" (L_local _iface_addr,

L_nei ghbor _iface_addr, L_SYMtinme, L_ASYMtinme, L_tine).

L_local _iface_addr is the interface address of the |ocal node (i.e.,
one endpoint of the link), L_neighbor_iface_addr is the interface
address of the neighbor node (i.e., the other endpoint of the |ink),
L_SYMtinme is the tinme until which the link is considered symetric,
L_ASYMtine is the time until which the neighbor interface is

consi dered heard, and L_tinme specifies the time at which this record
expires and *MJST* be renoved. Wen L_SYMtinme and L_ASYMtine are
expired, the link is considered |ost.

This information is used when declaring the neighbor interfaces in
t he HELLO nessages.

L SYMtine is used to decide the Link Type declared for the nei ghbor
interface. If L_SYMtine is not expired, the |ink MIJST be decl ared
symmetric. If L_SYMtinme is expired, the Iink MJST be decl ared
asymmetric. |If both L_SYMtinme and L_ASYM tine are expired, the link
MUST be decl ared | ost.

In a node, the set of Link Tuples are denoted the "Link Set".

Cl ausen & Jacquet Experi nent al [ Page 22]



RFC 3626 Optim zed Link State Routing Oct ober 2003

4.3. Neighbor Detection: Neighborhood Information Base

The nei ghborhood i nformati on base stores informati on about nei ghbors,
2- hop nei ghbors, MPRs and MPR sel ectors.

4.3.1. Nei ghbor Set

A node records a set of "neighbor tuples" (N_neighbor_nain_addr,
N_status, N willingness), describing neighbors. N_neighbor_nain_addr
is the main address of a neighbor, N status specifies if the node is
NOT_SYMor SYM N wllingness in an integer between 0 and 7, and

specifies the node’s willingness to carry traffic on behalf of other
nodes.

4.3.2. 2-hop Nei ghbor Set

A node records a set of "2-hop tuples" (N_neighbor_min_addr,
N_2hop_addr, N_tinme), describing symetric (and, since MPR |inks by
definition are also symretric, thereby also MPR) links between its
nei ghbors and the symetric 2-hop nei ghborhood. N _nei ghbor_rmai n_addr
is the main address of a neighbor, N 2hop_addr is the main address of
a 2-hop neighbor with a symretric link to N _nei ghbor_rmain_addr, and
N time specifies the tine at which the tuple expires and *MJST* be
renoved.

In a node, the set of 2-hop tuples are denoted the "2-hop Nei ghbor
Set".

4.3.3. MR Set

A node nmintains a set of neighbors which are selected as MPR  Their
mai n addresses are listed in the MPR Set.

4.3.4. MPR Sel ector Set

A node records a set of MPR-selector tuples (Ms_main_addr, M tine),
descri bing the nei ghbors whi ch have selected this node as a MPR

M5 _mai n_addr is the main address of a node, which has selected this
node as MPR. M5 tinme specifies the tinme at which the tuple expires
and *MJST* be renoved.

In a node, the set of MPR-selector tuples are denoted the "MR
Sel ector Set".
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4.4. Topology Information Base

Each node in the network maintains topol ogy infornmation about the
network. This information is acquired from TC nessages and i s used
for routing table cal cul ations.

Thus, for each destination in the network, at |east one "Topol ogy
Tupl e" (T_dest_addr, T_last_addr, T seq, T_tine) is recorded.

T dest _addr is the main address of a node, which nay be reached in
one hop fromthe node with the main address T_last_addr. Typically,
T last _addr is a MPR of T dest_addr. T_seq is a sequence nunber, and
T time specifies the time at which this tuple expires and *MJST* be

r enoved.

In a node, the set of Topol ogy Tuples are denoted the "Topol ogy Set".
5. Main Addresses and Multiple Interfaces

For single OLSR interface nodes, the relationship between an OLSR
interface address and the corresponding nain address is trivial: the
main address is the OLSR interface address. For nultiple OLSR

i nterface nodes, the relationship between OLSR i nterface addresses
and mai n addresses is defined through the exchange of Miltiple
Interface Declaration (MD) nessages. This section describes how MD
nmessages are exchanged and processed.

Each node with nultiple interfaces MJST announce, periodically,

i nformation describing its interface configuration to other nodes in
the network. This is acconplished through flooding a Miultiple
Interface Declaration nessage to all nodes in the network through the
MPR f 1 oodi ng nmechani sm

Each node in the network maintains interface informati on about the
ot her nodes in the network. This information acquired fromM D
nmessages, emtted by nodes with nmultiple interfaces participating in
the MANET, and is used for routing table cal cul ati ons.

Specifically, multiple interface declaration associates multiple

interfaces to a node (and to a nmain address) through popul ating the
mul tiple interface association base in each node.
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5.1. M D Message For nat
The proposed format of a M D nessage is as foll ows:

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| CLSR Interface Address |
T S o T s T T o S T il sl S T R S i i
| CLSR Interface Address |
T S o T s T T o S T il sl S T R S i i

T T T S i S S S S e T T S s i =

This is sent as the data-portion of the general packet fornat
described in section 3.4, with the "Message Type" set to M D _MESSAGE
The time to live SHOULD be set to 255 (nmaxi numvalue) to diffuse the
nmessage into the entire network and Vtinme set accordingly to the
value of M D HOLD TI Mg, as specified in section 18. 3.

OLSR I nterface Address

This field contains the address of an OLSR interface of the
node, excluding the nodes mai n address (which al ready
i ndicated in the originator address).

Al'l interface addresses other than the nmain address of the originator
node are put in the MD nessage. |If the maxi mum all owed nessage si ze
(as inmposed by the network) is reached while there are still

i nterface addresses which have not been inserted into the M Dnessage,
nore M D messages are generated until the entire interface addresses

set has been sent.

5.2. MD Message Ceneration

A MD nessage is sent by a node in the network to declare its
multiple interfaces (if any). |I.e., the MD nmessage contains the
list of interface addresses which are associated to its main address.
The list of addresses can be partial in each MD nessage (e.g., due
to nessage size limtations, inposed by the network), but parsing of
all MD nessages describing the interface set froma node MJST be
conplete within a certain refreshing period (MD_INTERVAL). The
information diffused in the network by these M D nessages will help
each node to calculate its routing table. A node which has only a
single interface address participating in the MANET (i.e., running
COLSR), MUST NOT generate any M D nessage.
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A node with several interfaces, where only one is participating in
the MANET and running OLSR (e.g., a node is connected to a wired
network as well as to a MANET) MUST NOT generate any M D nessages.

A node with several interfaces, where nore than one is participating
in the MANET and runni ng OLSR MJST generate M D nessages as
speci fi ed.

5.3. M D Message Forwarding

M D nessages are broadcast and retransnmitted by the MPRs in order to
di ffuse the nessages in the entire network. The "default forwarding
al gorithnm (described in section 3.4) MJST be used for forwarding of
M D nessages.

5.4. M D Message Processing

The tuples in the nultiple interface association set are recorded
with the information that is exchanged through M D nessages.

Upon receiving a MD nessage, the "validity time" MJST be conputed
fromthe Vtinme field of the nessage header (as described in section
3.3.2). The Miultiple Interface Association |Information Base SHOULD
then be updated as foll ows:

1 If the sender interface (NB: not originator) of this nessage
is not in the symmetric 1-hop nei ghborhood of this node, the
nmessage MUST be di scarded.

2 For each interface address listed in the M D nessage:

2.1 |If there exist sone tuple in the interface association

set where:
| iface_addr == interface address, AND
| _mai n_addr == originator address,

then the holding tinme of that tuple is set to:
| _tinme = current time + validity tine.

2.2 Oherwise, a newtuple is recorded in the interface
associ ati on set where:

| iface_addr = interface address,

| _mai n_addr ori gi nat or address,
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| _tinme = current time + validity tine.
5.5. Resolving a Main Address froman Interface Address

In general, the only part of OLSR requiring use of "interface
addresses” is link sensing. The renaining parts of OLSR operate on
nodes, uniquely identified by their "main addresses" (effectively,
the main address of a node is its "node id" - which for convenience
corresponds to the address of one of its interfaces). |In a network
with only single interface nodes, the main address of a node will, by
definition, be equal to the interface address of the node. In
networks with nultiple interface nodes operating within a cormmon OLSR
area, it is required to be able to map any interface address to the
correspondi ng nai n address.

The exchange of M D nessages provides a way in which interface
information is acquired by nodes in the network. This permts
identification of a node’s "nmain address", given one of its interface
addr esses.

G ven an interface address:

1 if there exists sonme tuple in the interface association set
wher e:

| _iface_addr == interface address

then the result of the main address search is the originator
address | _nmin_addr of the tuple.

2 G herwi se, the result of the nmain address search is the
interface address itself.

6. HELLO Message Format and Generation

A conmon nmechani smis enpl oyed for popul ating the local |ink

i nformati on base and t he nei ghborhood i nformati on base, nanely

peri odi c exchange of HELLO nessages. Thus this section describes the
general HELLO nessage nechanism followed by a description of |ink
sensi ng and topol ogy detection, respectively.

6.1. HELLO Message For mat
To acconmodate for |ink sensing, neighborhood detection and MPR
selection signalling, as well as to accommodate for future

extensi ons, an approach simlar to the overall packet format is
taken. Thus the proposed format of a HELLO nessage is as follows:
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0 1 2 3
01234567890123456789012345678901

T S T T S e T S S T i S S S S s i s

| Reserved | Hti me | WIIlingness |
T S o T s T T o S T il sl S T R S i i
| Li nk Code | Reserved | Li nk Message Size |

T ST S e T S Tk a S S S S e T
Nei ghbor Interface Address |
T ST e S AT I T o S S S S S i S S S s
Nei ghbor Interface Address |
T ST e S AT I T o S S S S S i S S S s

+-
+-
T S o T s T T o S T il sl S T R S i i
| Li nk Code | Reserved | Li nk Message Size |
T S o T s T T o S T il sl S T R S i i
| Nei ghbor Interface Address |
T S o T s T T o S T il sl S T R S i i
+-

Nei ghbor Interface Address |
T ST e S AT I T o S S S S S i S S S s

(eté)

This is sent as the data-portion of the general packet fornat
described in section 3.4, with the "Message Type" set to

HELLO MESSAGE, the TTL field set to 1 (one) and Vtine set accordingly
to the value of NEIGHB HOLD TIME, specified in section 18. 3.

Reser ved

This field nust be set to "0000000000000" to be in conpliance
with this specification

HTi me

This field specifies the HELLO em ssion interval used by the
node on this particular interface, i.e., the time before the
transni ssion of the next HELLO (this information may be used in
advanced |ink sensing, see section 14). The HELLO em ssion
interval is represented by its mantissa (four highest bits of
Hiine field) and by its exponent (four |owest bits of Htine
field). In other words:

HELLO eni ssion interval =C*(1+a/16)*2"b [in seconds]
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where a is the integer represented by the four highest bits of
Hinme field and b the integer represented by the four | owest
bits of Htinme field. The proposed value of the scaling factor
Cis specified in section 18.

W Ilingness

This field specifies the willingness of a node to carry and
forward traffic for other nodes.

A node with willingness WLL_NEVER (see section 18.8, for
wi | Iingness constants) MJST never be sel ected as MPR by any
node. A node with willingness WLL_ALWAYS MJST al ways be
selected as MPR By default, a node SHOULD advertise a
willingness of WLL_DEFAULT.

Li nk Code
This field specifies information about the |link between the
interface of the sender and the following |ist of neighbor
interfaces. It also specifies information about the status of
t he nei ghbor.
Li nk codes, not known by a node, are silently discarded.

Li nk Message Size
The size of the link nmessage, counted in bytes and neasured
fromthe beginning of the "Link Code" field and until the next
"Link Code" field (or - if there are no nore link types - the
end of the message).

Nei ghbor Interface Address
The address of an interface of a neighbor node.

6.1.1. Link Code as Link Type and Nei ghbor Type

Thi s docunment only specifies processing of Link Codes < 16.

If the Link Code value is less than or equal to 15, then it MJST be
interpreted as holding two different fields, of two bits each:

7 6 5 4 3 2 1 0
- - - - - - - - +
| 0 | 0 | 0 | 0 | Nei ghbor Type | Li nk Type |
- - - - - - - - +
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The followi ng four "Link Types" are REQU RED by OLSR

- UNSPEC LINK - indicating that no specific information about
the Iinks is given.

- ASYM LINK - indicating that the links are asymetric (i.e.
t he nei ghbor interface is "heard").

- SYM LINK - indicating that the links are synmetric with the
interface.

- LOST_LINK - indicating that the |inks have been | ost.
The followi ng three "Nei ghbor Types" are REQU RED by OLSR

- SYM NEI GH - indicating that the neighbors have at |east one
symmetrical link with this node.

- MPR_NEI GH - indicating that the neighbors have at |east one
symetrical |link AND have been sel ected as MPR by the sender.

- NOT_NEIGH - indicating that the nodes are either no | onger or
have not yet becone symetric nei ghbors.

Note that an inplenmentation should be careful in confusing neither
Li nk Type with Nei ghbor Type nor the constants (confusing SYM NEI GH
with SYMLINK for instance).
A link code adverti sing:

Li nk Type == SYM LI NK AND

Nei ghbor Type == NOT_NEI GH

is invalid, and any |inks advertised as such MJST be silently
di scarded wi thout any processing.

Li kewi se a Nei ghbor Type field advertising a numerical value which is
not one of the constants SYM NEIGH, MPR _NEIGH, NOT_NEIGH is invalid,
and any |inks advertised as such MJST be silently discarded w thout
any processing.

6.2. HELLO Message Ceneration

This involves transmtting the Link Set, the Neighbor Set and the MPR
Set. In principle, a HELLO nessage serves three i ndependent tasks:

- i nk sensing
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- nei ghbor detection
- MPR sel ection signaling

Three tasks are all are based on periodic information exchange w thin
a nodes nei ghborhood, and serve the common purpose of "l ocal topol ogy

di scovery". A HELLO nessage is therefore generated based on the
information stored in the Local Link Set, the Neighbor Set and the
MPR Set fromthe local link information base.

A node nust performlink sensing on each interface, in order to
detect |inks between the interface and nei ghbor interfaces.
Furthernore, a node nust advertise its entire symetric 1-hop
nei ghbor hood on each interface in order to perform nei ghbor
detection. Hence, for a given interface, a HELLO nessage w ||
contain a list of links on that interface (with associated |ink
types), as well as a list of the entire nei ghborhood (with an
associ at ed nei ghbor types).

The Vtine field is set such that it corresponds to the value of the
node’ s NEI GHB_HOLD TI ME paraneter. The Hiine field is set such that
it corresponds to the value of the node’s HELLO | NTERVAL par amneter
(see section 18. 3).

The WIllingness field is set such that it corresponds to the node’s
willingness to forward traffic on behalf of other nodes (see section
18.8). A node MUST advertise the same willingness on all interfaces.

The lists of addresses declared in a HELLO nessage is a |list of
nei ghbor interface addresses conputed as follows:

For each tuple in the Link Set, where L_|local _iface_addr is the
interface where the HELLO is to be transnitted, and where L_tinme >=
current tinme (i.e., not expired), L_neighbor_iface_addr is advertised
Wit h:
1 The Link Type set according to the follow ng:
1.1 if L_SYMtinme >= current tinme (not expired)

Li nk Type = SYM LI NK

1.2 Oherwise, if L_ASYMtinme >= current tine (not expired)
AND

L SYMtinme < current tinme (expired)

Li nk Type = ASYM LI NK
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1.3 Oherwise, if L_ASYMtinme < current tine (expired) AND
L SYMtinme < current tinme (expired)
Li nk Type = LOST_LINK
2 The Nei ghbor Type is set according to the foll ow ng:

2.1 |If the nain address, corresponding to
L_nei ghbor _i face_addr, is included in the MPR set:

Nei ghbor Type = MPR_NEI GH

2.2 Oherwise, if the main address, corresponding to
L_nei ghbor _i face_addr, is included in the neighbor set:

2.2.1
if N status == SYM

Nei ghbor Type = SYM_NEI GH

2.2.2
O herwise, if N status == NOI_SYM

Nei ghbor Type = NOT_NEI GH

For each tuple in the Neighbor Set, for which no

L_nei ghbor _i face_addr from an associated |ink tuple has been
advertised by the previous algorithm N_neighbor_main_addr is
advertised wth:

- Link Type = UNSPEC LI NK
- Nei ghbor Type set as described in step 2 above

For a node with a single OLSR interface, the nain address is sinply
the address of the OLSR interface, i.e., for a node with a single
CLSR interface the main address, corresponding to

L_nei ghbor _i face_addr is sinply L_neighbor_iface_addr.

A HELLO nessage can be partial (e.g., due to nessage size
limtations, inposed by the network), the rule being the follow ng,
on each interface: each |link and each nei ghbor node MJST be cited at
| east once within a predeterm ned refreshing period,
REFRESH | NTERVAL. To keep track of fast connectivity changes, a
HELLO nessage nmust be sent at |east every HELLO | NTERVAL peri od,
smal |l er than or equal to REFRESH | NTERVAL
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Notice that for limting the inpact fromloss of control nessages, it
is desirable that a nmessage (plus the generic packet header) can fit
into a single MAC frane.

6.3. HELLO Message Forwardi ng

Each HELLO nessage generated is broadcast by the node on one
interface to its neighbors (i.e. the interface for which the HELLO
was generated). HELLO nessages MJST never be forwarded.

6.4. HELLO Message Processing

A node processes incom ng HELLO nessages for the purpose of
conducting link sensing (detailed in section 7), neighbor detection
and MPR sel ector set population (detailed in section 8)

7. Link Sensing

Li nk sensing popul ates the local link information base. Link sensing
is exclusively concerned with COLSR interface addresses and the
ability to exchange packets between such OLSR interfaces.

The nechanismfor link sensing is the periodic exchange of HELLO
nmessages.

7.1. Popul ating the Link Set

The Link Set is populated with information on links to nei ghbor
nodes. The process of populating this set is denoted "link sensing"
and is perforned using HELLO nessage exchange, updating a |ocal |ink
i nformati on base in each node.

Each node shoul d detect the |links between itself and nei ghbor nodes.
Uncertainties over radi o propagati on may make somne |inks
unidirectional. Consequently, all Iinks MJST be checked in both
directions in order to be considered valid.

A "link" is described by a pair of interfaces: a local and a renote
i nterface.

For the purpose of |ink sensing, each nei ghbor node (nore
specifically, the link to each nei ghbor) has an associ ated status of

either "symetric" or "asymetric". "Symmetric" indicates, that the
link to that nei ghbor node has been verified to be bi-directional
i.e., it is possible to transmt data in both directions.

"Asymmetric" indicates that HELLO nessages fromthe node have been
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heard (i.e., comunication fromthe neighbor node is possible),
however it is not confirmed that this node is also able to receive
nmessages (i.e., communication to the neighbor node is not confirned).

The information, acquired through and used by the link sensing, is
accumul ated in the link set.

7.1.1. HELLO Message Processing

The "Origi nator Address" of a HELLO nessage is the mmin address of
the node, which has enmitted the nessage.

Upon receiving a HELLO nessage, a node SHOULD update its Link Set.
Notice, that a HELLO nessage MJST neither be forwarded nor be
recorded in the duplicate set.

Upon receiving a HELLO nessage, the "validity tinme" MJST be conputed
fromthe Vtinme field of the nessage header (see section 3.3.2).

Then, the Link Set SHOULD be updated as foll ows:

1 Upon receiving a HELLO nessage, if there exists no link tuple
with

L_nei ghbor _i face_addr == Source Address

a newtuple is created with

L_nei ghbor _i f ace_addr Sour ce Address

Address of the interface
whi ch received the
HELLO nessage

L_l ocal _i face_addr

L_SYMtine = current tinme - 1 (expired)

L_time = current time + validity tine
2 The tuple (existing or new) with:

L_nei ghbor _i face_addr == Source Address

is then nodified as foll ows:
2.1 L_ASYMtinme = current time + validity tine;
2.2 if the node finds the address of the interface which

recei ved the HELLO nessage anong the addresses listed in
the link nmessage then the tuple is nodified as foll ows:
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2.2.1
if Link Type is equal to LOST_LINK then

L SYMtinme = current tinme - 1 (i.e., expired)

2.2.2
else if Link Type is equal to SYMLINK or ASYM LI NK
t hen
L_SYMtinme = current tine + validity tinme,
L_time = L_SYMtinme + NEIGHB_HOLD TI ME

2.3 L_time = max(L_tinme, L_ASYMtine)

The above rule for setting L_tinme is the following: a link losing its
synmmetry SHOULD still be advertised during at |east the duration of
the "validity time" advertised in the generated HELLO. This all ows
nei ghbors to detect the |ink breakage.

8. Nei ghbor Detection

Nei ghbor det ection popul ates the nei ghborhood i nformati on base and
concerns itself with nodes and node main addresses. The relationship
between OLSR i nterface addresses and main addresses is described in
section 5.

The mechani sm for nei ghbor detection is the periodic exchange of
HELLO nessages.

8.1. Popul ating the Nei ghbor Set

A node nmintains a set of neighbor tuples, based on the Iink tuples.
This information is updated according to changes in the Link Set.

The Link Set keeps the infornation about the |inks, while the

Nei ghbor Set keeps the information about the neighbors. There is a
cl ear associ ation between those two sets, since a node is a nei ghbor
of another node if and only if there is at |east one |link between the
two nodes.

In any case, the formal correspondence between |inks and nei ghbors is
defined as follows:

The "associ at ed nei ghbor tuple" of a link tuple, is, if it
exi sts, the neighbor tuple where:
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N_nei ghbor _mai n_addr == mai n address of
L_nei ghbor _i f ace_addr

The "associated Iink tuples" of a neighbor tuple, are all the
l'ink tuples, where:

N_nei ghbor _mai n_addr == mai n address of
L_nei ghbor _i f ace_addr

The Nei ghbor Set MJUST be popul ated by mai ntai ni ng the proper
correspondence between |link tuples and associ at ed nei ghbor tuples, as
foll ows:

Creation
Each time a |ink appears, that is, each time a link tuple is
created, the associated nei ghbor tuple MJST be created, if it
doesn’t already exist, with the follow ng val ues:
N_nei ghbor _mai n_addr = nmain address of
L_nei ghbor _i f ace_addr
(fromthe link tuple)

In any case, the N status MJST then be conputed as descri bed
in the next step

Updat e
Each tinme a link changes, that is, each time the information

of alink tuple is nodified, the node MJST ensure that the
N status of the associ ated nei ghbor tuple respects the

property:
I f the neighbor has any associated |ink tuple which
indicates a synmetric link (i.e., with L_SYMtime >=
current tine), then

N status is set to SYM
el se N status is set to NOT_SYM
Rernoval
Each time a link is deleted, that is, each tinme a link tuple

is renoved, the associated nei ghbor tuple MJST be renoved if
it has no |l onger any associated |Iink tuples.
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These rules ensure that there is exactly one associ ated nei ghbor

tuple for a link tuple, and that every nei ghbor tuple has at |east
one associated link tuple.

8.1.1. HELLO Message Processing

The "Origi nator Address" of a HELLO nessage is the mmin address of
the node, which has emitted the nessage. Likew se, the "willingness"”

MJST be conputed fromthe WIlingness field of the HELLO nessage (see
section 6.1).

Upon receiving a HELLO nessage, a node SHOULD first update its Link
Set as described before. 1t SHOULD then update its Nei ghbor Set as
foll ows:

- if the Originator Address is the N _neighbor_nmain_addr froma
nei ghbor tuple included in the Neighbor Set:

then, the nei ghbor tuple SHOULD be updated as foll ows:
N wllingness = willingness fromthe HELLO nessage
8.2. Populating the 2-hop Nei ghbor Set
The 2-hop nei ghbor set describes the set of nodes which have a
synmetric link to a synmretric neighbor. This information set is
mai nt ai ned t hrough periodi c exchange of HELLO nessages as descri bed
in this section.

8.2.1. HELLO Message Processing

The "Origi nator Address" of a HELLO nessage is the mmin address of
the node, which has enmitted the nessage.

Upon receiving a HELLO nessage froma symretric nei ghbor, a node
SHOULD update its 2-hop Neighbor Set. Notice, that a HELLO nessage
MUST nei ther be forwarded nor be recorded in the duplicate set.

Upon receiving a HELLO nessage, the "validity tinme" MJST be conputed
fromthe Vtinme field of the nessage header (see section 3.3.2).

If the Originator Address is the main address of a
L_nei ghbor _iface_addr froma link tuple included in the Link Set with

L SYMtime >= current tinme (not expired)

(in other words: if the Originator Address is a symretric nei ghbor)
then the 2-hop Nei ghbor Set SHOULD be updated as foll ows:
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1 for each address (henceforth: 2-hop nei ghbor address), listed
in the HELLO nessage with Nei ghbor Type equal to SYM NEI GH or
MPR_NEI GH:

1.1 if the main address of the 2-hop nei ghbor address = nain
address of the receiving node:

silently discard the 2-hop nei ghbor address.
(in other words: a node is not its own 2-hop nei ghbor).

1.2 Oherwise, a 2-hop tuple is created wth:

N_nei ghbor _mai n_addr Ori gi nator Address;

N_2hop_addr = main address of the
2- hop nei ghbor;

N_tinme = current tine
+ validity tinme.
This tuple may replace an older simlar tuple with sane

N_nei ghbor _mai n_addr and N_2hop_addr val ues.

2 For each 2-hop node listed in the HELLO nessage wi th Nei ghbor
Type equal to NOT_NEIGH, all 2-hop tuples where:

N_nei ghbor _mai n_addr == Oi gi nator Address AND

N_2hop_addr == mai n address of the
2- hop nei ghbor

are del eted.
8.3. Popul ating the MPR set

MPRs are used to flood control nmessages froma node into the network
whi |l e reduci ng the nunber of retransm ssions that will occur in a
region. Thus, the concept of MPRis an optim zation of a classical
fl oodi ng mechani sm

Each node in the network selects, independently, its own set of MPRs
anong its synmmetric 1-hop nei ghborhood. The symetric links with
MPRs are advertised with Link Type MPR_NEIGH i nstead of SYM NEIGH in
HELLO nessages.
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The MPR set MJST be cal culated by a node in such a way that it,

t hrough the neighbors in the MPR-set, can reach all symretric strict
2- hop nei ghbors. (Notice that a node, a, which is a direct neighbor
of another node, b, is not also a strict 2-hop nei ghbor of node b).
This neans that the union of the symetric 1-hop nei ghborhoods of the
MPR nodes contains the symretric strict 2-hop nei ghborhood. MR set
recal cul ati on should occur when changes are detected in the symmetric
nei ghborhood or in the synmetric strict 2-hop nei ghborhood.

MPRs are conputed per interface, the union of the MPR sets of each
interface nake up the MPR set for the node.

Wiile it is not essential that the MPR set is mnimal, it is
essential that all strict 2-hop nei ghbors can be reached through the
sel ected MPR nodes. A node SHOULD sel ect an MPR set such that any
strict 2-hop neighbor is covered by at | east one MPR node. Keeping
the MPR set small ensures that the overhead of the protocol is kept
at a m ni mum

The MPR set can coincide with the entire symetric nei ghbor set.
This could be the case at network initialization (and will correspond
to classic |ink-state routing).

8.3.1. MPR Conputation

The followi ng specifies a proposed heuristic for selection of MPRs.

It constructs an MPR-set that enables a node to reach any node in the
synmetrical strict 2-hop nei ghborhood through relaying by one MPR
node with willingness different from WLL_NEVER  The heuristic MJST

be applied per interface, I. The MPR set for a node is the union of
the MPR sets found for each interface. The follow ng term nol ogy
will be used in describing the heuristics:

nei ghbor of an interface
a node is a "neighbor of an interface" if the interface
(on the local node) has a link to any one interface of
t he nei ghbor node.

2- hop nei ghbors reachable froman interface

the I'ist of 2-hop neighbors of the node that can be
reached from nei ghbors of this interface.
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MPR set of an interface

a (sub)set of the neighbors of an interface with a
willingness different from WLL_NEVER, sel ected such that
t hrough these sel ected nodes, all strict 2-hop nei ghbors
reachable fromthat interface are reachable.

N
N is the subset of neighbors of the node, which are
nei ghbor of the interface I.
N2:
The set of 2-hop neighbors reachable fromthe interface
I, excluding:
(i) t he nodes only reachabl e by nenbers of Nwth
wi | lingness WLL_NEVER
(ii) the node perforning the conputation
(iii) all the symetric neighbors: the nodes for which
there exists a symmetric link to this node on sone
i nterface.
D(y):

The degree of a 1-hop neighbor node y (wherey is a
menber of N), is defined as the nunber of symretric

nei ghbors of node y, EXCLUDI NG all the nmenbers of N and
EXCLUDI NG t he node performing the conputation

The proposed heuristic is as foll ows:

1 Start with an MPR set nmade of all nenbers of Nwth
N w | lingness equal to WLL_ALWAYS

2 Calculate D(y), where y is a nenber of N, for all nodes in N

3 Add to the MPR set those nodes in N, which are the *only*
nodes to provide reachability to a node in N2. For exanple,
if node b in N2 can be reached only through a symmetric |link
to node a in N, then add node a to the MPR set. Renove the
nodes from N2 which are now covered by a node in the MPR set.

4 Wil e there exist nodes in N2 which are not covered by at
| east one node in the MPR set:
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4.1 For each node in N, calculate the reachability, i.e., the
nunber of nodes in N2 which are not yet covered by at
| east one node in the MPR set, and which are reachable
t hrough this 1-hop neighbor;

4.2 Select as a MPR the node with highest N wllingness anong
the nodes in Nwith non-zero reachability. In case of
mul tipl e choice sel ect the node which provides
reachability to the maxi mum nunber of nodes in N2. In

case of multiple nodes providing the sane anmount of
reachability, select the node as MPR whose D(y) is
greater. Renove the nodes from N2 which are now covered
by a node in the MPR set.

5 A node’s MPR set is generated fromthe union of the MPR sets
for each interface. As an optim zation, process each node, vy,
in the MPR set in increasing order of Nwllingness. |If all
nodes in N2 are still covered by at |east one node in the MPR
set excluding node y, and if N wllingness of node y is
smal |l er than WLL_ALWAYS, then node y MAY be renoved fromthe
MPR set .

O her algorithns, as well as inprovenents over this algorithm are
possi bl e. For exanple, assunme that in a nmultiple-interface scenario
there exists nore than one link between nodes "a and 'b’. If node
"a'’ has selected node 'b’ as MPR for one of its interfaces, then node
"b’ can be selected as MPR w t hout additional performance |oss by any
ot her interfaces on node

a .
8.4. Populating the MPR Sel ector Set

The MPR sel ector set of a node, n, is populated by the main addresses
of the nodes which have selected n as MPR. MPR sel ection is signal ed
t hrough HELLO nessages.

8.4.1. HELLO Message Processing

Upon receiving a HELLO nessage, if a node finds one of its own
interface addresses in the list with a Neighbor Type equal to
MPR_NEI GH, information fromthe HELLO nessage nust be recorded in the
MPR Sel ector Set.

The "validity time" MJST be conputed fromthe Vtine field of the

nmessage header (see section 3.3.2). The MPR Sel ector Set SHOULD then
be updated as foll ows:
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1 If there exists no MPR selector tuple wth:
M5_mei n_addr == Originator Address
then a new tuple is created with:
M5_mei n_addr = Oiginator Address
2 The tuple (new or otherwi se) with
M5S_rmai n_addr == Originator Address
is then nodified as foll ows:
M5 time = current tinme + validity tine.
Del eti on of MPR selector tuples occurs in case of expiration of the
timer or in case of link breakage as described in the "Nei ghborhood
and 2- hop Nei ghbor hood Changes".
8.5. Nei ghborhood and 2- hop Nei ghbor hood Changes
A change in the nei ghborhood is detected when
- The L_SYMtinme field of a link tuple expires. This is
considered as a neighbor loss if the Iink described by the
expired tuple was the last link with a neighbor node (on the
contrary, a link with an interface may break while a link with
another interface of the neighbor node remains wthout being
observed as a nei ghborhood change).
- A new link tuple is inserted in the Link Set with a non
expired L_SYMtine or a tuple with expired L_SYMtine is
nodi fied so that L_SYMtine becones non-expired. This is
consi dered as a nei ghbor appearance if there was previously no
link tuple describing a link with the correspondi ng nei ghbor
node.

A change in the 2-hop nei ghborhood is detected when a 2-hop nei ghbor
tuple expires or is deleted according to section 8. 2.

The foll owi ng processing occurs when changes in the nei ghborhood or
t he 2-hop nei ghborhood are detected:

- In case of neighbor loss, all 2-hop tuples with

N_nei ghbor _rmai n_addr == Mai n Address of the nei ghbor MJST be
del et ed.
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- In case of neighbor loss, all MPR selector tuples with
M5 _mai n_addr == Mai n Address of the nei ghbor MJST be del eted

- The MPR set MJST be re-cal cul at ed when a nei ghbor appearance
or loss is detected, or when a change in the 2-hop
nei ghbor hood i s detect ed.

- An additional HELLO nmessage MAY be sent when the MPR set
changes.

9. Topol ogy Discovery

The |ink sensing and nei ghbor detection part of the protocol
basically offers, to each node, a list of neighbors with which it can
comuni cate directly and, in conbination with the Packet Format and
Forwardi ng part, an optim zed fl oodi ng mechani smthrough MPRs. Based
on this, topology information is disseninated through the network.
The present section describes which part of the information given by
the link sensing and nei ghbor detection is dissenmnated to the entire
network and how it is used to construct routes.

Routes are constructed through advertised links and links with

nei ghbors. A node nmust at |east disseninate |links between itself and
the nodes in its MPR-selector set, in order to provide sufficient

i nformati on to enabl e routing.

9.1. TC Message For mat
The proposed format of a TC nessage is as foll ows:

0 1 2 3
01234567890123456789012345678901
T i T s s I T sl S P Y S Y S S S S
| ANSN | Reserved |
T i T s s I T sl S P Y S Y S S S S
| Advertised Nei ghbor Main Address |
T i T s s I T sl S P Y S Y S S S S
| Advertised Nei ghbor Main Address |
T i T s s I T sl S P Y S Y S S S S

T T T S i S S S S e T T S s i =

This is sent as the data-portion of the general nessage format with
the "Message Type" set to TC MESSAGE. The tine to live SHOULD be set
to 255 (maxi mum value) to diffuse the nmessage into the entire network
and Vtine set accordingly to the value of TOP_HOLD TI Mg, as specified
in section 18. 3.
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Advertised Nei ghbor Sequence Number ( ANSN)

A sequence nunber is associated with the advertised nei ghbor
set. Every tinme a node detects a change in its advertised

nei ghbor set, it increments this sequence nunber ("W aparound"
i s handl ed as described in section 19). This nunber is sent
in this ANSN field of the TC nessage to keep track of the npst
recent information. Wen a node receives a TC nessage, it can
deci de on the basis of this Advertised Nei ghbor Sequence
Nunber, whether or not the received information about the
adverti sed nei ghbors of the originator node is nore recent
than what it already has.

Advertised Nei ghbor Main Address

This field contains the main address of a nei ghbor node. All
mai n addresses of the advertised neighbors of the O ginator

node are put in the TC nessage. |f the nmaxi num all owed
nessage size (as inposed by the network) is reached while
there are still advertised nei ghbor addresses which have not
been inserted into the TC nessage, nore TC nessages will be

generated until the entire advertised nei ghbor set has been
sent. Extra main addresses of nei ghbor nodes may be incl uded,
i f redundancy is desired.

Reserved

This field is reserved, and MJUST be set to "0000000000000000"
for conpliance with this docunent.

9.2. Advertised Nei ghbor Set

A TC message is sent by a node in the network to declare a set of
links, called advertised |ink set which MJST include at |east the
links to all nodes of its MPR Sel ector set, i.e., the neighbors which
have sel ected the sender node as a MPR

If, for some reason, it is required to distribute redundant TC
information, refer to section 15.

The sequence nunber (ANSN) associated with the adverti sed nei ghbor
set is also sent with the list. The ANSN nunber MJST be increnented
when links are renpoved fromthe adverti sed nei ghbor set; the ANSN
nunber SHOULD be increnmented when |inks are added to the adverti sed
nei ghbor set.
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9.3. TC Message Generation

In order to build the topology information base, each node, which has
been sel ected as MPR, broadcasts Topol ogy Control (TC) nessages. TC
nmessages are flooded to all nodes in the network and take advant age
of MPRs. MPRs enable a better scalability in the distribution of
topol ogy information [1].

The list of addresses can be partial in each TC nessage (e.g., due to
nmessage size limtations, inmposed by the network), but parsing of al
TC nessages describing the advertised link set of a node MJST be
conplete within a certain refreshing period (TC_INTERVAL). The
information diffused in the network by these TC nessages will help
each node calculate its routing table.

When the advertised |ink set of a node becones enpty, this node
SHOULD still send (enpty) TC-nessages during the a duration equal to
the "validity time" (typically, this will be equal to TOP_HOLD TI ME)
of its previously emtted TC nmessages, in order to invalidate the
previ ous TC-nessages. It SHOULD then stop sending TC- nessages unti
some node is inserted in its advertised Iink set.

A node MAY transnit additional TC-nessages to increase its
reactiveness to link failures. Wen a change to the MPR sel ector set
is detected and this change can be attributed to a link failure, a
TC- nessage SHOULD be transnitted after an interval shorter than

TC_| NTERVAL.

9.4. TC Message Forwardi ng

TC nessages are broadcast and retransnitted by the MPRs in order to
di ffuse the nessages in the entire network. TC nessages MJST be
forwarded according to the "default forwarding al gorithm' (described
in section 3.4).

9.5. TC Message Processing

Upon receiving a TC nessage, the "validity tinme" MJST be conputed
fromthe Vtinme field of the nessage header (see section 3.3.2). The
t opol ogy set SHOULD t hen be updated as follows (using section 19 for
conpari son of ANSN):

1 If the sender interface (NB: not originator) of this nessage

is not in the symmetric 1-hop nei ghborhood of this node, the
nessage MUST be di scarded.
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If there exist sone tuple in the topol ogy set where:

T last_addr == originator address AND

T_seq > ANSN,
then further processing of this TC nmessage MJST NOT be
perforned and the nmessage MJST be silently discarded (case:
nmessage received out of order).
Al tuples in the topol ogy set where:

T last_addr == originator address AND

T_seq < ANSN
MJUST be renmpbved fromthe topol ogy set.

For each of the advertised nei ghbor main address received in
the TC nessage:

4.1 |If there exist sone tuple in the topol ogy set where:
T _dest _addr == advertised nei ghbor nain address, AND
T_last_addr == originator address,
then the holding time of that tuple MJST be set to:
T tine = current time + validity tine.

4.2 O herwi se, a new tuple MJST be recorded in the topol ogy
set where:

T _dest _addr adverti sed nei ghbor mai n address,

T_last_addr = originator address,

ANSN,

T_seq

T tine current time + validity tinme.
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10.

Routing Tabl e Cal cul ati on

Each node maintains a routing table which allows it to route data,
destined for the other nodes in the network. The routing table is
based on the information contained in the local |ink information base
and the topology set. Therefore, if any of these sets are changed,
the routing table is recalculated to update the route information
about each destination in the network. The route entries are
recorded in the routing table in the follow ng format:

1. R_dest_addr R _next _addr R di st R i face_addr
2. R_dest_addr R _next _addr R di st R i face_addr
3' 1 1 1 1

Each entry in the table consists of R dest_addr, R next_addr, R dist,
and R_iface_addr. Such entry specifies that the node identified by
R dest _addr is estinmated to be R dist hops away fromthe | ocal node,
that the symetric nei ghbor node with interface address R _next_addr
is the next hop node in the route to R dest_addr, and that this
symmetri ¢ nei ghbor node is reachabl e through the local interface with
the address R iface_addr. Entries are recorded in the routing table
for each destination in the network for which a route is known. Al
the destinations, for which a route is broken or only partially
known, are not recorded in the table.

More precisely, the routing table is updated when a change is
detected in either

- the Iink set,

- t he nei ghbor set,

- the 2-hop nei ghbor set,

- the topol ogy set,

- the Multiple Interface Association Information Base,
More precisely, the routing table is recal culated in case of nei ghbor
appearance or | oss, when a 2-hop tuple is created or renoved, when a
topology tuple is created or renmoved or when nultiple interface
associ ation informati on changes. The update of this routing
i nformati on does not generate or trigger any nmessages to be
transmtted, neither in the network, nor in the 1-hop nei ghborhood.
To construct the routing table of node X, a shortest path algorithm

is run on the directed graph containing the arcs X -> Y where Y is
any symmetric nei ghbor of X (with Neighbor Type equal to SYM, the
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arcs Y -> Z where Y is a neighbor node with willingness different of
WLL_NEVER and there exists an entry in the 2-hop Nei ghbor set with Y
as N_nei ghbor_nmi n_addr and Z as N _2hop_addr, and the arcs U ->V,
where there exists an entry in the topology set with V as T_dest_addr
and U as T_l ast_addr.

The follow ng procedure is given as an exanple to cal culate (or
recal cul ate) the routing table:

1 Al the entries fromthe routing table are renoved.

2 The new routing entries are added starting with the
symetri ¢ nei ghbors (h=1) as the destination nodes. Thus, for
each nei ghbor tuple in the neighbor set where:

N_stat us = SYM
(there is a symmetric link to the neighbor), and for each

associ ated |link tuple of the neighbor node such that L_tine >=
current tine, a newrouting entry is recorded in the routing

table with:
R dest _addr = L_nei ghbor _iface_addr, of the
associ ated link tuple;
R next _addr = L_neighbor_iface_addr, of the
associ ated link tuple;
R di st = 1;

R iface_addr = L_local _iface_addr of the
associ ated |ink tuple.

If in the above, no R dest_addr is equal to the main address
of the neighbor, then another new routing entry with MJST be

added, with:
R dest _addr = nmin address of the neighbor;
R next _addr = L_neighbor_iface_addr of one of the

associated link tuple with L_tinme >=
current tine;

R_di st 1;

R i face_addr L _local _iface_addr of the

associ ated |ink tuple.
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3 for each node in N2, i.e., a 2-hop nei ghbor which is not a
nei ghbor node or the node itself, and such that there exist at
| east one entry in the 2-hop nei ghbor set where
N_nei ghbor _rmai n_addr correspond to a nei ghbor node wth
willingness different of WLL_NEVER, one sel ects one 2-hop
tuple and creates one entry in the routing table with:

R dest _addr = the main address of the 2-hop neighbor;
R next _addr = the R_next_addr of the entry in the
routing table with:
R dest _addr == N_nei ghbor _mai n_addr
of the 2-hop tuple;
R di st = 2;

R i face_addr the R.iface_addr of the entry in the

routing table with:

R dest _addr == N_nei ghbor _nai n_addr
of the 2-hop tuple;

3 The new route entries for the destination nodes h+l hops away
are recorded in the routing table. The follow ng procedure
MJUST be executed for each value of h, starting with h=2 and
incrementing it by 1 each tinme. The execution will stop if no
new entry is recorded in an iteration

3.1 For each topology entry in the topology table, if its
T _dest _addr does not correspond to R dest_addr of any
route entry in the routing table AND its T_| ast_addr
corresponds to R dest_addr of a route entry whose R di st
is equal to h, then a new route entry MJST be recorded in
the routing table (if it does not already exist) where:

R dest _addr = T_dest_addr;
R next _addr = R _next_addr of the recorded
route entry where:
R dest _addr == T_| ast_addr
R di st = h+1; and
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11.

11.

R iface_addr = R.iface_addr of the recorded
route entry where:

R dest _addr == T_| ast_addr.

3.2 Several topology entries may be used to select a next hop
R next _addr for reaching the node R dest_addr. When h=1
ti es should be broken such that nodes with highest
wi |l lingness and MPR sel ectors are preferred as next hop

4 For each entry in the multiple interface association base
where there exists a routing entry such that:

R dest_addr == 1_main_addr (of the nmultiple interface
associ ation entry)

AND there is no routing entry such that:
R dest _addr == 1_iface_addr

then a route entry is created in the routing table with:

R dest_addr = | _iface_addr (of the nmultiple interface
associ ation entry)

R next _addr = R_next_addr (of the recorded
route entry)

R di st = R._dist (of the recorded

route entry)

R iface_addr R iface_addr (of the recorded

route entry).
Node Confi guration

This section outlines how a node should be configured, in order to
operate in an OLSR MANET.

1. Address Assignhnent
The nodes in the MANET network SHOULD be assigned addresses within a

defined address sequence, i.e., the nodes in the MANET SHOULD be
addressabl e t hrough a network address and a net mask.
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11.

11.

12.

Li kewi se, the nodes in each associated network SHOULD be assi gned
addresses from a defined address sequence, distinct fromthat being
used in the MANET.

2. Routing Configuration

Any MANET node with associ ated networks or hosts SHOULD be confi gured
such that it has routes set up to the interfaces with associ ated
hosts or network.

3. Data Packet Forwarding

CLSR itsel f does not perform packet forwarding. Rather, it maintains
the routing table in the underlying operating system which is
assunmed to be forwardi ng packets as specified in RFCL812.

Non OLSR I nterfaces

A node MAY be equipped with nultiple interfaces, sone of which do not
participate in the OLSR MANET. These non COLSR interfaces may be
point to point connections to other singular hosts or may connect to
separ at e networks.

In order to provide connectivity fromthe OLSR MANET interface(s) to
these non CLSR interface(s), a node SHOULD be able to inject externa
route information to the OLSR MANET.

Injecting routing information fromthe OLSR MANET to non OLSR
interfaces is outside the scope of this specification. It should be
cl ear, however, that the routing information for the CLSR MANET can
be extracted fromthe topology table (see section 4.4) or directly
fromthe routing table of OLSR, and SHOULD be injected onto the non
CLSR interfaces foll owi ng what ever nechani sm (routing protocol
static configuration etc.) is provided on these interfaces.

An exanpl e of such a situation could be where a node is equipped with
a fixed network (e.g., an Ethernet) connecting to a |arger network as
well as a wireless network interface running OLSR

Notice that this is a different case fromthat of "multiple
interfaces", where all the interfaces are participating in the MANET
t hrough runni ng the CLSR prot ocol

In order to provide this capability of injecting external routing
information into an OLSR MANET, a node with such non- MANET i nterfaces
periodically issues a Host and Network Association (HNA) nessage,
containing sufficient information for the recipients to construct an
appropriate routing table.
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12.1. HNA Message Format
The proposed format of an HNA-nessage is:

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| Net wor k Addr ess |
T S o T s T T o S T il sl S T R S i i
| Net mask |
T S o T s T T o S T il sl S T R S i i
| Net wor k Addr ess |
T S o T s T T o S T il sl S T R S i i
| Net mask |
T S o T s T T o S T il sl S T R S i i

T T T S i S S S S e T T S s i =

This is sent as the data part of the general packet format with the
"Message Type" set to HNA MESSAGE, the TTL field set to 255 and Vtine
set accordingly to the value of HNA HOLD TIME, as specified in
section 18. 3.

Net wor k Addr ess
The network address of the associ ated network
Net mask

The netnmask, corresponding to the network address i medi ately
above.

12. 2. Host and Network Association I nformation Base

Each node mai ntains information concerni ng which nodes nay act as
"gat eways" to associated hosts and networks by recordi ng "association
tupl es" (A _gateway_addr, A network_addr, A netrmask, A tine), where

A gateway_addr is the address of an OLSR interface of the gateway,

A networ k_addr and A netmask specify the network address and net mask
of a network, reachabl e through this gateway, and A tine specifies
the time at which this tuple expires and hence *MJST* be renoved.

The set of all association tuples in a node is called the
"associ ation set".

It should be noticed, that the HNA-nmessage can be considered as a

"generalized version" of the TC-nessage: the originator of both the
HNA- and TC nessages announce "reachability” to some other host(s).

Cl ausen & Jacquet Experi nent al [ Page 52]



RFC 3626 Optim zed Link State Routing Oct ober 2003

12.

12.

12.

In the TC-nmessage, no netrmask is required, since all reachability is
announced on a per-host basis. |In HNA-nessages, announci ng
reachability to an address sequence through a network- and netnmask
address is typically preferred over announcing reachability to

i ndi vi dual host addresses.

An inportant difference between TC- and HNA-nessages is, that a TC
nmessage nay have a canceling effect on previous information (if the
ANSN i s increnented), whereas information in HNA-nessages is renoved
only upon expiration.

3. HNA Message Generation

A node with associ ated hosts and/ or networks SHOULD periodically
generate a Host and Network Association (HNA) nessage, containing
pairs of (network address, netmnmask) corresponding to the connected
hosts and networks. HNA-nessages SHOULD be transmitted periodically
every HNA INTERVAL. The Vtine is set accordingly to the val ue of
HNA HOLD TI Mg, as specified in section 18. 3.

A node wi thout any associ ated hosts and/or networks SHOULD NOT
gener at e HNA- nessages.

4. HNA Message Forwardi ng

Upon receiving a HNA nessage, and thus followi ng the rules of section
3, in this version of the specification, the nmessage MJST be
forwarded according to section 3.4.

5. HNA Message Processing

In this section, the term"originator address" is used to designate
the main address on the OLSR MANET of the node which originally
i ssued the HNA- nmessage.

Upon processing a HNA-nessage, the "validity tine" MJST be conputed
fromthe Vtinme field of the nessage header (see section 3.3.2). The
associ ati on base SHOULD then be updated as foll ows:

1 If the sender interface (NB: not originator) of this nessage
is not in the symmetric 1-hop nei ghborhood of this node, the
nmessage MUST be di scarded.

2 O herwi se, for each (network address, netrmask) pair in the
nmessage:
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2.1 if an entry in the association set already exists, where:

A gat eway_addr == origi nator address
A networ k_addr == network address
A _net mask == net mask

then the holding time for that tuple MJST be set to:

Atinme = current time + validity tine

2.2 otherwise, a new tuple MJST be recorded with:

ori gi nator address

A gat eway_addr

A _net wor k_addr net wor k addr ess

net nask

A net nask
Atinme = current time + validity tine
12.6. Routing Table Cal cul ation

In addition to the routing table conmputation as described in section
10, the host and network association set MJST be added as foll ows:

For each tuple in the association set,
1 If there is no entry in the routing table wth:
R dest _addr == A networ k_addr/ A net nask
then a new routing entry is created.

2 If a newrouting entry was created at the previous step, or
else if there existed one wth:

R dest _addr == A networ k_addr/ A net nask
R di st > dist to A _gateway_addr of
current association set tuple,
then the routing entry is nodified as foll ows:

R dest _addr = A network_addr/ A net nask
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12.

13.

R _next _addr = the next hop on the path
fromthe node to A gateway_addr
R di st = dist to A _gateway_addr

R next _addr and R_iface_addr MJST be set to the sanme
values as the tuple fromthe routing set with R dest_addr
== A gateway_addr.

7. Interoperability Considerations

Nodes, which do not inplenent support for non OLSR interfaces, can
coexist in a network with nodes which do inplenment support for non
OLSR interfaces: the generic packet format and nmessage forwarding
(section 3) ensures that HNA nessages are correctly forwarded by all
nodes. Nodes which inplenent support for non OLSR interfaces may
thus transmit and process HNA nessages according to this section.

Nodes, which do not inplenent support for non OLSR interfaces can not
take advantage of the functionality specified in this section,
however they will forward HNA nessages correctly, as specified in
section 3.

Li nk Layer Notification

CLSR i s designed not to inpose or expect any specific information
fromthe link layer. However, if information fromthe |ink-Iayer
describing link breakage is available, a node MAY use this as
described in this section.

If link layer information describing connectivity to neighboring
nodes is available (i.e., loss of connectivity such as through
absence of a link | ayer acknow edgnent), this information is used in
addition to the information fromthe HELLO nessages to mmintain the
nei ghbor information base and the MPR sel ector set.

Thus, upon receiving a link-layer notification that the |ink between
a node and a neighbor interface is broken, the follow ng actions are
taken with respect to |ink sensing:

Each link tuple in the local link set SHOULD, in addition to what is
described in section 4.2, include a L_LOST_LINK tine field.

L LOST_LINK tinme is a timer for declaring a Iink as |ost when an
established Iink becomes pending. (Notice, that this is a subset of
what is reconmended in section 14, thus link hysteresis and |ink

| ayer notifications can coexist).
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14.

14.

HELLO nessage generation should consider those new fields as foll ows:

1 if L_LOST_LINK tine is not expired, the link is advertised
with a link type of LOST_LINK. In addition, it is not
considered as a symmetric link in the updates of the
associ at ed nei ghbor tuple (see section 8.1).

2 if the link to a neighboring symetric or asymetric interface
i s broken, the corresponding link tuple is nodified:
L LOST_LINK tinme and L_tinme are set to current tinme +
NElI GHB_HOLD TI ME.

3 this is considered as a link | oss and the appropriate
processi ng described in section 8.5 should be
per f or ned.
1. Interoperability Considerations

Link layer notifications provide, for a node, an additional criterion
by which a node may determine if a link to a neighbor node is |ost.
Once a link is detected as lost, it is advertised, in accordance with
the provisions described in the previous sections of this

speci ficati on.

Li nk Hysteresis

Est abl i shed |inks should be as reliable as possible to avoid data
packet loss. This inplies that |ink sensing should be robust against
bursty loss or transient connectivity between nodes. Hence, to
enhance the robustness of the |ink sensing nmechanism the follow ng

i mpl enent ati on recommendati ons SHOULD be consi der ed.

1. Local Link Set

Each link tuple in the local link set SHOULD, in addition to what is
described in section 4.2, include a L_link_pending field, a

L link_quality field, and a L_LOST_LINK tinme field. L_link_pending
is a boolean value specifying if the link is considered pendi ng
(i.e., the link is not considered established). L_link quality is a
di mensi onl ess nunber between 0 and 1 describing the quality of the
link. L_LOST LINK tinme is atiner for declaring a link as |ost when
an established |ink beconmes pending.
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14.2. Hello Message Generation
HELLO nessage generation should consider those new fields as foll ows:

1 if L_LOST_LINK tine is not expired, the link is advertised
with a link type of LOST_LINK

2 otherwise, if L_LOST_LINK tine is expired and L_Iink_pending
is set to "true", the link SHOULD NOT be advertised at all;

3 otherwise, if L_LOST_LINK tine is expired and L_Iink_pending
is set to "false", the link is advertised as descri bed
previously in section 6.

A node considers that it has a symetric link for each link tuple
wher e:

1 L LOST_LINK tinme is expired, AND
2 L_link_pending is "fal se", AND
3 L SYMtinme is not expired.

This definition for "symmetric |ink" SHOULD be used in updating the
associ at ed nei ghbor tuple (see section 8.1) for conputing the
N_status of a neighbor node. This definition SHOULD t hereby al so be
used as basis for the symetric nei ghborhood when conputing the MPR
set, as well as for "the symetric neighbors" in the first steps of
the routing table cal cul ation

Apart fromthe above, what has been described previously does not
interfere with the advanced link sensing fields in the Iink tuples.
The L_link_quality, L_link_pending and L_LOST_LINK tine fields are
exclusively updated according to the present section. This section
does not nodify the function of any other fields in the |link tuples.

14.3. Hysteresis Strategy

The link between a node and sone of its neighbor interfaces night be

"bad", i.e., fromtine to time |let HELLOs pass through only to fade
out imrediately after. |In this case, the neighbor information base
woul d contain a bad link for at least "validity tinme". The follow ng

hysteresis strategy SHOULD be adopted to counter this situation

For each nei ghbor interface NI heard by interface I, the
L_link_quality field of the corresponding Link Tuple determ nes the
establishment of the link. The value of L_link_quality is conpared
to two threshol ds HYST THRESHOLD HI GH, HYST_THRESHOLD LOW fi xed
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between 0 and 1 and such that HYST_THRESHOLD HI GH >=
HYST_THRESHOLD LOW
The L_link _pending field is set according to the foll ow ng:

1 if L_link _quality > HYST_THRESHOLD HI GH

L_l'i nk_pendi ng = fal se

L LOST_LINK time = current tine - 1 (expired)
2 otherwise, if L_link_quality < HYST_THRESHOLD LOW
L_l'i nk_pendi ng = true

L LOST_LINK time = min (L_time, current time +
NEI GHB_HOLD_TI ME)

(the link is then considered as | ost according to section
8.5 and this may produce a neighbor | o0ss).

3 ot herwi se, if HYST_THRESHOLD LOW<= L_link_quality
<= HYST_THRESHOLD HI GH:

L_link_pending and L_LOST_LINK time remai n unchanged.

The condition for considering a link established is thus stricter
than the condition for dropping a link. Notice thus, that a link can
be dropped based on either tiner expiration (as described in section
7) or on L_link_quality dropping bel ow HYST_THRESHOLD LOW

Also notice, that even if a link is not considered as established by
the link hysteresis, the link tuples are still updated for each
recei ved HELLO nmessage (as described in section 7). Specifically,
this inplies that, regardl ess of whether or not the link hysteresis
considers a link as "established", tuples in the link set do not
expire except as determined by the L_tine field of the link tuples.

As a basic inplenmentation requirenment, an estimation of the |ink
quality nmust be maintained and stored in the L_link_quality field.

I f sone nmeasure of the signal/noise |level on a received nessage is
available (e.g., as a link layer notification), then it can be used
as estimation after normalization.

I f no signal/noise information or other link quality information is
available fromthe link layer, an algorithmsuch as the follow ng can
be utilized (it is an exponentially snoothed noving average of the
transm ssion success rate). The algorithmis paraneterized by a
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14.

15.

scal i ng paraneter HYST_SCALI NG which is a nunber fixed between 0 and
1. For each neighbor interface NI heard by interface I, the first
time NI is heard by I, L_link quality is set to HYST_SCALI NG
(L_l'ink_pending is set to true and L_LOST LINK tinme to current tinme -
1).

A tuple is updated according to two rules. Every tine an OLSR packet
emitted by NI is received by |, the stability rule is applied:

L link_quality = (1-HYST_SCALING *L_link_quality
+ HYST_SCALI NG

When an COLSR packet emitted by NI is lost by I, the instability
rule is applied:

L link_quality = (1-HYST_SCALING *L_link_quality.

The |1 oss of OLSR packet is detected by tracking the nissing Packet
Sequence Nunbers on a per interface basis and by "l ong period of
silence" froma node. A "long period of silence may be detected
thus: if no OLSR packet has been received on interface I from
interface NI during HELLO enission interval of interface NI (conputed
fromthe Hinme field in the |l ast HELLO nessage received fromN), a

| oss of an OLSR packet is detected.

4. Interoperability Considerations

Li nk hysteresis determ nes, for a node, the criteria at which a |ink
to a nei ghbor node is accepted or rejected. Nodes in a network may
have different criteria, according to the nature of the nedia over
whi ch they are conmunicating. Once a link is accepted, it is
advertised, in accordance with the provisions described in the

previ ous sections of this specification.

Redundant Topol ogy | nformati on

In order to provide redundancy to topol ogy information base, the
advertised link set of a node MAY contain |links to nei ghbor nodes
which are not in MPR selector set of the node. The advertised link
set MAY contain links to the whol e nei ghbor set of the node. The

m nimal set of links that any node MJUST advertise in its TC nmessages
is the links to its MPR selectors. The advertised |ink set can be
built according to the follow ng rule based on a | ocal paraneter
cal | ed TC_REDUNDANCY par anet er
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15.1. TC_REDUNDANCY Par anet er

The parameter TC _REDUNDANCY specifies, for the |ocal node, the anount
of information that MAY be included in the TC nessages. The
par anet er SHOULD be interpreted as foll ows:

- if the TC_REDUNDANCY paraneter of the node is 0, then the
advertised link set of the node is |limted to the MPR
sel ector set (as described in section 8.3),

- if the TC_REDUNDANCY paraneter of the node is 1, then the
advertised link set of the node is the union of its MPR set
and its MPR sel ector set,

- if the TC_REDUNDANCY paraneter of the node is 2, then the
advertised link set of the node is the full neighbor link set.

A node with willingness equal to WLL_NEVER SHOULD have TC_REDUNDANCY
al so equal to zero.

15.2. Interoperability Considerations

A TC message is sent by a node in the network to declare a set of
links, called advertised |ink set, which MJST include at |east the
links to all nodes of its MPR Sel ector set, i.e., the neighbors which
have sel ected the sender node as a MPR.  This is sufficient
information to ensure that routes can be conputed in accordance with
section 10.

The provisions in this section specifies how additional information
may be decl ared, as specified through a TC REDUNDANCY par amnet er.

TC REDUNDANCY = O inplies that the information declared corresponds
exactly to the MPR Sel ector set, identical to section 9. O her

val ues of TC_REDUNDANCY specifies additional information to be
declared, i.e., the contents of the MPR Sel ector set is always
declared. Thus, nodes with different val ues of TC_REDUNDANCY nmay
coexist in a network: control nessages are carried by all nodes in
accordance with section 3, and all nodes will receive at |east the
link-state information required to construct routes as described in
section 10.

16. MPR Redundancy

MPR redundancy specifies the ability for a node to sel ect redundant
MPRs. Section 4.5 specifies that a node should select its MPR set to
be as small as possible, in order to reduce protocol overhead. The
criteria for selecting MPRs is, that all strict 2-hop nodes nust be
reachabl e through, at |east, one MPR node. Redundancy of the MPR set
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affects the overhead through affecting the amount of |inks being
advertised, the amount of nodes advertising links and the efficiency
of the MPR flooding mechanism On the other hand, redundancy in the
MPR set ensures that reachability for a node is advertised by nore
nodes, thus additional links are diffused to the network.

Wiile, in general, a mniml MR set provides the | east overhead,
there are situations in which overhead can be traded off for other
benefits. For exanple, a node nmay decide to increase its MPR
coverage if it observes many changes in its neighbor information base
caused by nobility, while otherw se keeping a | ow MPR cover age

16.1. MPR_COVERAGE Par anet er

The MPR coverage is defined by a single |ocal paraneter,

MPR_COVERAGE, specifying by how many MPR nodes any strict 2-hop node
shoul d be covered. MPR_COVERAGE=1 specifies that the overhead of the
protocol is kept at a m ni mum and causes the MPR sel ection to operate
as described in section 8.3.1. MR _COVERAGE=m ensures that, if
possi bl e, a node selects its MPR set such that all strict 2-hop nodes
for an interface are reachable through at | east m MPR nodes on that
interface. MPR_COVERAGE can assune any integer value > 0. The
heuristic MJST be applied per interface, I. The MPR set for a node
is the union of the MPR sets found for each interface.

Notice that MPR_COVERAGE can be tuned locally without affecting the
consi stency of the protocol. For exanple, nodes in a network my
operate with different values of MPR_COVERAGE

16.2. MPR Conputation

Usi ng MPR coverage, the MPR selection heuristics is extended from
that described in the section 8.3.1 by one definition

Poorly covered node:

A poorly covered node is a node in N2 which is covered by |ess
than MPR_COVERAGE nodes in N

The proposed heuristic for selecting MPRs is then as foll ows:

1 Start with an MPR set nmade of all nenbers of Nwth
willingness equal to WLL_ALWAYS

2 Calculate D(y), where y is a nenber of N, for all nodes in N
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Sel ect as MPRs those nodes in N which cover the poorly covered
nodes in N2. The nodes are then removed from N2 for the rest
of the conputation

Wil e there exist nodes in N2 which are not covered by at
| east MPR_COVERAGE nodes in the MPR set:

4.1 For each node in N, calculate the reachability, i.e.
the nunmber of nodes in N2 which are not yet covered
by at | east MPR_COVERAGE nodes in the MPR set, and
whi ch are reachabl e through this 1-hop nei ghbor;

4.2 Select as a MPR the node with highest w llingness anong
the nodes in Nwith non-zero reachability. In case of
mul tipl e choice sel ect the node which provides
reachability to the maxi mum nunber of nodes in N2. In
case of multiple nodes providing the sane anmount of
reachability, select the node as MPR whose D(y) is
greater. Renove the nodes from N2 which are now covered
by MPR_COVERAGE nodes in the MPR set.

A node’s MPR set is generated fromthe union of the MPR sets
for each interface. As an optim zation, process each node, v,

in the MPR set in increasing order of Nwllingness. |If all
nodes in N2 are still covered by at |east MPR_COVERACE nodes
in the MPR set excluding node y, and if N wllingness of node

y is smaller than WLL_ALWAYS, then node y MAY be renoved from
the MPR set.

Wien the MPR set has been conputed, all the correspondi ng nmain
addresses are stored in the MPR Set.

16.3. Interoperability Considerations

The MPR set of a node MJST, according to section 8.3, be cal cul ated
by a node in such a way that it, through the neighbors in the MPR-

set,

can reach all symetric strict 2-hop neighbors. This is

achi eved by the heuristics in this section, for all val ues of
MPR_COVERAGE > 0. MPR _COVERACE is a |local paraneter for each node
Setting this paranmeter affects only the anmount of redundancy in part
of the network.

Notice that for MPR_COVERAGE=1, the heuristics in this sectionis
identical to the heuristics specified in the section 8.3. 1.
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17.

18.

18.

Nodes with different values of MPR_COVERAGE may coexist in a network:
control nessages are carried by all nodes in accordance with section
3, and all nodes will receive at least the link-state information
required to construct routes as described in sections 9 and 10.

| Pv6 Consi derati ons

Al'l the operations and paraneters described in this docunent used by
CLSR for IP version 4 are the sane as those used by OLSR for IP
version 6. To operate with IP version 6, the only required change is
to replace the IPv4 addresses with | Pv6 address. The m ni mum packet
and nmessage sizes (under which there is rejection) should be adjusted
accordi ngly, considering the greater size of |Pv6 addresses.

Proposed Val ues for Constants

This section list the values for the constants used in the
description of the protocol.

1. Setting emi ssion intervals and holding tines
The proposed constant for Cis the follow ng:
C = 1/ 16 seconds (equal to 0.0625 seconds)

Cis a scaling factor for the "validity tine" calculation ("Vtine"
and "Htime" fields in nessage headers, see section 18.3). The
"validity time" advertisenent is designed such that nodes in a
network may have different and individually tuneable em ssion
intervals, while still interoperate fully. For protocol functioning
and interoperability to work:

- the advertised holding time MJIST al ways be greater than the
refresh interval of the advertised infornmation. Moreover, it
is recormended that the relation between the interval (from
section 18.2), and the hold tine is kept as specified
in section 18.3, to allow for reasonabl e packet | oss.

- the constant C SHOULD be set to the suggested value. |In order
to achieve interoperability, C MJST be the sane on all nodes.

- the em ssion intervals (section 18.2), along with the
advertised holding times (subject to the above constraints)
MAY be sel ected on a per node basis.

Note that the timer resolution of a given inplenentation m ght not be
sufficient to wake up the systemon precise refresh tines or on
precise expire tines: the inplenentation SHOULD round up the
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"validity tinme’ ("Vtinme" and "Htinme" of packets) to conpensate for
coarser tinmer resolution, at least in the case where "validity tine"
coul d be shorter than the sum of emission interval and maxi mum
expected timer error.

18.2. Em ssion Intervals

HELLO | NTERVAL = 2 seconds
REFRESH | NTERVAL = 2 seconds
TC_| NTERVAL = 5 seconds
M D_I NTERVAL = TC_| NTERVAL
HNA | NTERVAL = TC_| NTERVAL

18.3. Ho

ding Tine

NEI GHB_HOLD_TI ME 3 X REFRESH_| NTERVAL

TOP_HOLD _TI ME 3 x TC_I NTERVAL

30 seconds

DUP_HOLD TI ME

M D _HOLD TI ME 3 x M D_I NTERVAL

HNA HOLD _TI ME 3 x HNA_|I NTERVAL

The Vtine in the nmessage header (see section 3.3.2), and the Hine in
the HELLO nessage (see section 6.1) are the fields which hold

i nformati on about the above values in nmantissa and exponent format
(rounded up). In other words:

val ue = C*(1+a/16)*2”b [in seconds]

where a is the integer represented by the four highest bits of the
field and b the integer represented by the four | owest bits of the
field.

Notice, that for the previous proposed value of C (1/16 seconds),
the val ues, in seconds, expressed by the formul a above can be stored,
wi t hout | oss of precision, in binary fixed point or floating point
nunbers with at least 8 bits of fractional part. This corresponds
with NTP tine-stanps and single precision | EEE Standard 754 floating
poi nt nunbers.
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G ven one of the above holding tinmes, a way of conputing the
mant i ssa/ exponent representation of a nunber T (of seconds) is the
foll ow ng:

- find the largest integer 'b’ such that: T/C >= 2*b

- compute the expression 16*(T/(C*(2”b))-1), which may not be a
integer, and round it up. This results in the value for "a

- if "a is equal to 16: increnment 'b’ by one, and set 'a’ to O
- now, 'a and 'b’ should be integers between 0 and 15, and the

field will be a byte holding the value a*16+b
For instance, for values of 2 seconds, 6 seconds, 15 seconds, and 30
seconds respectively, a and b would be: (a=0,b=5), (a=8, b=6),
(a=14, b=7) and (a=14, b=8) respectively.

18.4. Message Types

HELLO MESSAGE =1
TC_MESSAGE =2
M D_MESSAGE = 3
HNA MESSAGE =4

18.5. Link Types

UNSPEC LI NK =0
ASYM LI NK =1
SYM LI NK =2
LOST_LI NK =3

18. 6. Nei ghbor Types

NOT_NEI GH =0
SYM NEI GH =1
MPR_NEI GH =2
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18.7. Link Hysteresis

HYST_THRESHOLD HI GH = 0.8

HYST_THRESHOLD LOW =0.3

HYST_SCALI NG = 0.5

18.8. WIIlingness

W LL_NEVER =0

WLL_LOW =1

W LL_DEFAULT =3

W LL_H GH =6

W LL_ALWAYS =7
The willingness of a node nay be set to any integer value fromO to
7, and specifies howwilling a node is to be forwarding traffic on
behal f of other nodes. Nodes will, by default, have a wllingness

W LL_DEFAULT. WLL_NEVER i ndi cates a node which does not wish to
carry traffic for other nodes, for exanple due to resource
constraints (like being low on battery). WLL_ALWAYS i ndi cates that
a node always should be selected to carry traffic on behalf of other
nodes, for exanple due to resource abundance (like pernmnent power
supply, high capacity interfaces to other nodes).

A node nmay dynami cally change its willingness as its conditions
change.

One possi bl e application would, for exanple, be for a node, connected
to a permanent power supply and with fully charged batteries, to
advertise a willingness of WLL_ALWAYS. Upon being di sconnected from
t he pernanent power supply (e.g., a PDA being taken out of its
charging cradle), a willingness of WLL_DEFAULT is advertised. As
battery capacity is drained, the willingness would be further

reduced. First to the internediate val ue between W LL_DEFAULT and
WLL_LOW then to WLL_LOWand finally to WLL_NEVER, when the
battery capacity of the node does no | onger support carrying foreign
traffic.
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18.

19.

20.

20.

9. Msc. Constants

TC_REDUNDANCY =0
MPR COVERAGE =1
MAXJI TTER = HELLO_I NTERVAL / 4

Sequence Numnbers

Sequence numnbers are used in OLSR with the purpose of discarding
"old" information, i.e., nmessages received out of order. However
with alimted nunber of bits for representing sequence nunbers,
wrap-around (that the sequence nunber is incremented fromthe nmaxi num
possi bl e value to zero) will occur. To prevent this frominterfering
with the operation of the protocol, the foll owing MJST be observed.

The term MAXVALUE designates in the followi ng the | argest possible
val ue for a sequence nunber.

The sequence nunber S1 is said to be "greater than" the sequence
nunber S2 if:

S1 > S2 AND S1 - S2 <= MAXVALUE/ 2 OR

S2 > S1 AND S2 - S1 > MAXVALUE/ 2
Thus when conparing two nessages, it is possible - even in the
presence of wrap-around - to deternine which nmessage contains the
nmost recent information.

Security Considerations

Currently, OLSR does not specify any special security nmeasures. As a
proactive routing protocol, OLSR nmakes a target for various attacks.
The various possible vulnerabilities are discussed in this section.
1. Confidentiality
Bei ng a proactive protocol, OLSR periodically diffuses topol ogical
information. Hence, if used in an unprotected w rel ess network, the

network topology is revealed to anyone who listens to OLSR control
nessages.
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20.

In situations where the confidentiality of the network topology is of
i nportance, regular cryptographic techniques such as exchange of OLSR
control traffic nessages encrypted by PGP [9] or encrypted by sone
shared secret key can be applied to ensure that control traffic can
be read and interpreted by only those authorized to do so.

2. Integrity

In OLSR, each node is injecting topological information into the
network through transmtting HELLO nessages and, for some nodes, TC
nmessages. |f sone nodes for sone reason, nalicious or nalfunction,
inject invalid control traffic, network integrity may be conprom sed.
Theref ore, nessage authentication is reconmended.

Di fferent such situations may occur, for instance:

1 a node generates TC (or HNA) nessages, advertising links to
non- nei ghbor nodes:

2 a node generates TC (or HNA) nessages, pretending to be
anot her node,

3 a node generates HELLO nessages, adverti sing non-nei ghbor
nodes,

4 a node generates HELLO nessages, pretending to be another
node.

5 a node forwards altered control nessages,

6 a node does not broadcast control nessages,

7 a node does not select nultipoint relays correctly.

8 a node forwards broadcast control mnmessages unaltered, but does

not forward unicast data traffic;

9 a node "replays" previously recorded control traffic from
anot her node.

Aut henti cation of the originator node for control nessages (for
situation 2, 4 and 5) and on the individual |inks announced in the
control nessages (for situation 1 and 3) may be used as a
counterneasure. However to prevent nodes fromrepeating old (and
correctly authenticated) information (situation 9) tenpora
information is required, allowing a node to positively identify such
del ayed nessages.
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In general, digital signatures and other required security
information may be transmitted as a separate OLSR nessage type,
thereby allowing that "secured" and "unsecured" nodes can coexist in
the sanme network, if desired.

Specifically, the authenticity of entire OLSR control nessages can be
establ i shed through enpl oying | Psec authentication headers, whereas
authenticity of individual links (situation 1 and 3) require

addi tional security information to be distributed.

An inportant consideration is, that all control nmessages in OLSR are
transnitted either to all nodes in the nei ghborhood (HELLO nessages)
or broadcast to all nodes in the network (e.g., TC messages).

For exanple, a control nessage in OLSR is al ways a point-to-

mul tipoint transmission. It is therefore inportant that the

aut henti cati on mechani sm enpl oyed permts that any receiving node can
validate the authenticity of a message. As an anal ogy, given a bl ock
of text, signed by a PGP private key, then anyone with the
correspondi ng public key can verify the authenticity of the text.

20.3. Interaction with External Routing Domains

CLSR does, through the HNA nessages specified in section 12, provide
a basic nmechanismfor injecting external routing information to the
OLSR domain. Section 12 al so specifies that routing information can
be extracted fromthe topology table or the routing table of O.SR
and, potentially, injected into an external domain if the routing
prot ocol governing that domain permts.

O her than as described in the section 20.2, when operating nodes,
connecting OLSR to an external routing domain, care MJST be taken not
to allow potentially insecure and un-trustworthy information to be
injected fromthe OLSR domain to external routing domains. Care MJST
be taken to validate the correctness of information prior to it being
injected as to avoid polluting routing tables with invalid

i nformati on.

A recommended way of extending connectivity froman existing routing
domain to an OLSR routed MANET is to assign an |IP prefix (under the
authority of the nodes/gateways connecting the MANET with the exiting
routi ng donain) exclusively to the OLSR MANET area, and to configure
the gateways statically to advertise routes to that |IP sequence to
nodes in the existing routing domain.
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20.

21.

22.

4. Node ldentity

CLSR does not nmke any assunption about node addresses, other than
that each node is assuned to have a uni que | P address.

Fl ow and congestion contro

Due to its proactive nature, the CLSR protocol has a natural contro
over the flow of its control traffic. Nodes transnits contro
nmessage at predeternined rates fixed by predefined refresh intervals.
Furthernmore the MPR optinization greatly saves on control overhead,
and this is done on two sides. First, the packets that advertise the
topol ogy are nmuch shorter since only MPR selectors may be adverti sed.
Second, the cost of flooding this information is greatly reduced
since only MPR nodes forward the broadcast packets. |n dense

networ ks, the reduction of control traffic can be of several orders
of magni tude conpared to routing protocols using classical flooding
(such as OSPF) [10]. This feature naturally provides nore bandwi dth
for useful data traffic and pushes further the frontier of
congestion. Since the control traffic is continuous and periodic, it
keeps nore stable the quality of the links used in routing, where
reactive protocols, with bursty floodings for route discoveries and
repairs, may damage the link qualities for short tinmes by causing
nunmerous collisions on those Iinks, possibly provoking route repair
cascades. However, in certain OLSR options, sone control nessages
may be intentionally sent in advance of their deadline(TC or Hello
nmessages) in order to increase the reactiveness of the protocol

agai nst topol ogy changes. This may cause a small, tenporary and

| ocal increase of control traffic.

| ANA Consi der ati ons

CLSR defines a "Message Type" field for control nessages. A new
regi stry has been created for the values for this Message Type field,
and the follow ng val ues assi gned:

Message Type Val ue
HELLO MESSAGE 1
TC_MESSAGE 2
M D_MESSAGE 3
HNA MESSAGE 4

Future values in the range 5-127 of the Message Type can be all ocated
usi ng standards action [7].

Additionally, values in the range 128-255 are reserved for
private/local use.
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