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Abstract

Thi s docunent discusses transport issues that arise within protocols
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Thi s includes usage of standards-track RFCs as well as experinmental
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1. Introduction

Thi s docunent discusses transport issues that arise within protocols
for Authentication, Authorization and Accounting (AAA). It also
provi des recommendati ons on the use of transport by AAA protocols.
Thi s includes usage of standards-track RFCs as well as experinmental
proposal s.

1.1. Requirenents Language
In this docunment, the key words "MAY", "MJST, "MJST NOT", "optional"
"recomended", "SHOULD', and "SHOULD NOT", are to be interpreted as
described in [ RFC2119].
1.2. Termnol ogy
Accounti ng
The act of collecting information on resource usage for the

purpose of trend analysis, auditing, billing, or cost
al [ ocati on.
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Adm ni strati ve Domai n

Agent

An internet, or a collection of networks, conmputers, and
dat abases under a conmon adni ni stration

A AAA agent is an internediary that comunicates wth AAA
clients and servers. Several types of AAA agents exist,
i ncluding Rel ays, Re-directs, and Proxies.

Application-driven transport

Attribute

Transport behavior is said to be "application-driven" when
the rate at which nessages are sent is limted by the rate
at which the application generates data, rather than by the
size of the congestion window. |In the nbpst extrenme case,
the tinme between transactions exceeds the round-trip tine
bet ween sender and receiver, inplying that the application
operates with an effective congestion w ndow of one. AAA
transport is typically application driven.

Val ue Pair (AVP)

The variabl e I ength concatenation of a unique Attribute
(represented by an integer) and a Val ue containing the
actual value identified by the attribute.

Aut henti cati on

The act of verifying a clainmed identity, in the formof a
pre-existing |label froma nutually known nane space, as the
originator of a nessage (nessage authentication) or as the
end- poi nt of a channel (entity authentication).

Aut hori zati on

Billing

The act of determining if a particular right, such as
access to sone resource, can be granted to the presenter of
a particular credential.

The act of preparing an invoice.

Net wor k Access ldentifier

Aboba & Wod

The Network Access ldentifier (NAI) is the userlID submitted
by the host during network access authentication. 1In

roam ng, the purpose of the NAIl is to identify the user as
well as to assist in the routing of the authentication
request. The NAI may not necessarily be the sanme as the
user’s e-mail address or the user-ID subnmitted in an
application | ayer authentication.
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Net wor k Access Server (NAS)

Pr oxy

A Network Access Server (NAS) is a device that hosts
connect to in order to get access to the network.

In addition to forwardi ng requests and responses, proxies
enforce policies relating to resource usage and
provisioning. This is typically acconplished by tracking
the state of NAS devices. Wile proxies typically do not
respond to client Requests prior to receiving a Response
fromthe server, they nay originate Reject nessages in
cases where policies are violated. As a result, proxies
need to understand the semantics of the nessages passing
through them and may not support all extensions.

Local Proxy

Store and

A Local Proxy is a proxy that exists within the sane

admini strative domain as the network device (e.g. NAS) that
i ssued the AAA request. Typically a local proxy is used to
mul ti pl ex AAA nessages to and froma | arge nunber of

net wor k devi ces, and nay inpl enment policy.

forward proxy

Store and forward proxies distinguish thensel ves from ot her
proxy species by sending a reply to the NAS prior to
proxying the request to the server. As a result, store and
forward proxies need to inplenment AAA client and server
functionality for the nessages that they handle. Store and
Forward proxies also typically keep state on conversations
in progress in order to assure delivery of proxi ed Requests
and Responses. Wile store and forward proxies are nost
frequently depl oyed for accounting, they also can be used
to inplement authentication/authorization policy.

Net wor k- dri ven transport

Re-di rect

Aboba & Wod

Transport behavior is said to be "network driven" when the
rate at which nessages are sent is limted by the
congesti on wi ndow, not by the rate at which the application
can generate data. File transfer is an exanple of an
application where transport is network driven

Rat her than forwardi ng Requests and Responses between
clients and servers, Re-directs refer clients to servers
and allow themto conmunicate directly. Since Re-directs
do not sit in the forwarding path, they do not alter any
AVPs transitting between client and server. Re-directs do
not originate nessages and are capabl e of handling any
nmessage type. A Re-direct nay be configured only to re-

di rect nessages of certain types, while acting as a Rel ay
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or Proxy for other types. As with Relays, re-directs do
not keep state with respect to conversations or NAS
resour ces.

Rel ay Rel ays forward requests and responses based on routing-
related AVPs and domain forwarding table entries. Since
rel ays do not enforce policies, they do not exam ne or
alter non-routing AVPs. As a result, relays never
origi nate nessages, do not need to understand the semantics
of nmessages or non-routing AVPs, and are capabl e of
handl i ng any extension or nessage type. Since relays nake
deci sions based on information in routing AVPs and domai n
forwardi ng tabl es they do not keep state on NAS resource
usage or conversations in progress.

2. Issues in AAA Transport Usage
| ssues that arise in AAA transport usage incl ude:

Application-driven versus network-driven
Sl ow fail over

Use of Nagle Al gorithm

Mul ti pl e connecti ons

Duplicate detection

I nval i dati on of transport paraneter estinmates
Inability to use fast re-transmt
Congesti on avoi dance

Del ayed acknow edgnent s

Premat ure Fail over

Head of |ine bl ocking

Connection | oad bal anci ng

We di scuss each of these issues in turn.
2.1. Application-driven versus Network-driven

AAA transport behavior is typically application rather than network
driven. This neans that the rate at which nessages are sent is
typically limted by how quickly they are generated by the
application, rather than by the size of the congestion w ndow.

For example, let us assunme a 48-port NAS with an average session tine
of 20 minutes. This device will, on average, send only 144

aut henti cati on/ aut hori zati on requests/hour, and an equival ent numnber
of accounting requests. This represents an average inter-packet
spaci ng of 25 seconds, which is nmuch larger than the Round Trip Tine
(RTT) in nmost networks.
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Even on nuch [ arger NAS devices, the inter-packet spacing is often

| arger than the RTT. For exanple, consider a 2048-port NAS with an
average session time of 10 mnutes. It will on average send 3.4

aut henti cati on/ aut hori zati on requests/second, and an equi val ent
nunber of accounting requests. This translates to an average inter-
packet spacing of 293 ns.

However, even where transport behavior is largely application-driven,
periods of network-driven behavior can occur. For exanple, after a
NAS reboot, previously stored accounting records nay be sent to the
accounting server in rapid succession. Simlarly, after recovery
froma power failure, users nay respond with a | arge nunber of

si mul taneous logins. In both cases, AAA nessages nay be generated
nore quickly than the network will allow themto be sent, and a queue
will build up.

Net wor k congestion can occur when transport behavior is network-
driven or application-driven. For exanple, while a single NAS nmay
not send substantial AAA traffic, many NASes may conmmunicate with a
single AAA proxy or server. As a result, routers close to a heavily
| oaded proxy or server nay experience congestion, even though traffic
fromeach individual NAS is light. Such "convergent congestion" can
result in dropped packets in routers near the AAA server, or even
within the AAA server itself.

Let us consider what happens when 10,000 48-ports NASes, each with an
average session tinme of 20 minutes, are configured with the sane AAA
agent or server. The unfortunate proxy or server would receive 400
aut henti cati on/aut hori zati on requests/second and an equi val ent nunber
of accounting requests. For 1000 octet requests, this would generate
6.4 Mops of incoming traffic at the AAA agent or server.

While this transaction load is within the capabilities of the fastest
AAA agents and servers, inplenmentations exist that cannot handl e such
a high load. Thus high queuing del ays and/or dropped packets may be
experienced at the agent or server, even if routers on the path are
not congested. Thus, a well designed AAA protocol needs to be able
to handl e congestion occurring at the AAA server, as well as
congestion experienced within the network.

2.2. Slow Fail over

Where TCP [RFC793] is used as the transport, AAA inplenentations wll
experience very slow fail over tines if they wait until a TCP
connection times out before resending on another connection. This is
not an issue for SCTP [ RFC2960], which supports endpoint and path
failure detection. As described in section 8 of [RFC2960], when the
nunber of retransm ssions exceeds the maxi mum

Aboba & Wod St andar ds Track [ Page 6]



RFC 3539 AAA Transport Profile June 2003

("Associ ati on. Max. Retrans"), the peer endpoint is considered
unreachabl e, the association enters the CLOSED state, and the failure
is reported to the application. This enables nore rapid failure

det ecti on.

2.3. Use of Nagle Algorithm

AAA protocol nessages are often smaller than the nmaxi mum segnent size
(MBS). While exceptions occur when certificate-based authentication
nmessages are issued or where a |ow path MU is found, typically AAA
protocol messages are |less than 1000 octets. Therefore, when using
TCP [ RFC793], the total packet count and associ ated network overhead
can be reduced by conbining nmultiple AAA nessages within a single
packet .

Where AAA runs over TCP and transport behavior is network-driven,
such as after a reboot when many users |ogin sinmultaneously, or many
stored accounting records need to be sent, the Nagle algorithmw I
result in "transport |ayer batching" of AAA nessages. Wiile this
does not reduce the work required by the application in parsing
packets and responding to the nmessages, it does reduce the nunber of
packets processed by routers along the path. The Nagle algorithmis
not used with SCTP

Where AAA transport is application-driven, the NAS will typically
receive a reply fromthe hone server prior to having another request
to send. This inplies, for exanple, that accounting requests wll
typically be sent individually rather than being batched by the
transport layer. As a result, within the application-driven regine,
the Nagle algorithm[RFC896] is ineffective.

2.4. Miltiple Connections

Since the RADI US [ RFC2865] ldentifier field is a single octet, a
maxi num of 256 requests can be in progress between two endpoints
described by a 5-tuple: (Cient |IP address, Cient port, UDP, Server
| P address, Server port). |In order to get around this limtation
RADI US clients have utilized nore than one sending port, sonetines
even going to the extreme of using a different UDP source port for
each NAS port.

Were this behavior to be extended to AAA protocols operating over
reliable transport, the result would be nultiplication of the
effective slowstart ranmp-up by the nunmber of connections. For
exanple, if a AAA client had ten connections open to a AAA agent, and
used a per-connection initial w ndow [ RFC3390] of 2, then the
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effective initial wi ndow would be 20. This is inappropriate, since
it would pernmit the AAA client to send a |large burst of packets into
t he network.

2.5. Duplicate Detection

Wiere a AAA client maintains connections to nultiple AAA agents or
servers, and where failover/failback or connection |oad balancing is
supported, it is possible for rmultiple agents or servers to receive
duplicate copies of the sane transaction. A transaction nmay be sent
on anot her connection before expiration of the "tine wait" interval
necessary to guarantee that all packets sent on the origina
connection have left the network. Therefore it is conceivabl e that
transactions sent on the alternate connection will arrive before
those sent on the failed connection. As a result, AAA agents and
servers MJST be prepared to handl e duplicates, and MJST assune t hat
duplicates can arrive on any connection

For example, in billing, it is necessary to be able to weed out
dupl i cate accounting records, based on the accounting session-id,
event-tinmestanp and NAS identification information. Were

aut hentication requests are always idenpotent, the resultant
duplicate responses frommultiple servers will presunably be
identical, so that little harmwll result.

However, there are situations where the response to an authentication

request will depend on a previously established state, such as when
si mul t aneous usage restrictions are being enforced. In such cases,
aut hentication requests will not be idenpotent. For exanple, while

an initial request might elicit an Accept response, a duplicate
request nmight elicit a Reject response from another server, if the
user were already presuned to be logged in, and only one sinultaneous
session were permtted. In these situations, the AAA client m ght
receive both Accept and Reject responses to the sanme duplicate
request, and the outcorme will depend on which response arrives first.

2.6. Invalidation of Transport Paraneter Estinates
Congestion control principles [Congest],[RFC2914] require the ability
of a transport protocol to respond effectively to congestion, as
sensed vi a increasing del ays, packet |oss, or explicit congestion
notification.

Wth network-driven applications, it is possible to respond to
congestion on a tinmescale conparable to the round-trip time (RTT).

However, with AAA protocols, the tinme between sends may be | onger
than the RTT, so that the network conditions can not be assuned to
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2.

2.

7.

8.

persi st between sends. For exanple, the congestion wi ndow rmay grow
during a period in which congestion is being experienced because few
packets are sent, limting the opportunity for feedback. Similarly,
after congestion is detected, the congestion wi ndow nay remain smal |
even though the network conditions that existed at the tinme of
congestion no longer apply by the tinme when the next packets are
sent. In addition, due to the Iow sanpling interval, estinates of
RTT and RTO made via the procedure described in [ RFC2988] may becone
i nvalid.

Inability to Use Fast Re-transmt

When congesti on wi ndow validation [ RFC2861] is inplenented, the
result is that AAA protocols operate nmuch of the tinme in slowstart
with an initial congestion window set to 1 or 2, depending on the

i npl ementation [RFC3390]. This inplies that AAA protocols gain
little benefit fromthe wi ndowi ng features of reliable transport.

Since the congestion windowis so small, it is generally not possible
to receive enough duplicate ACKs (3) to trigger fast re-transmit. In
addition, since AAAtraffic is two-way, ACKs including data will not
count as part of the duplicate ACKs necessary to trigger fast re-
transnit. As a result, dropped packets will require a retransm ssion
ti meout (RTO.

Congesti on Avoi dance

The | aw of conservation of packets [Congest] suggests that a client
shoul d not send another packet into the network until it can be
reasonably sure that a packet has exited the network on the sane
path. In the case of a AAAclient, the | aw suggests that it should
not retransmt to the same server or choose another server until it
can be reasonably sure that a packet has exited the network on the
sane path. |If the client advances the wi ndow as responses arrive,
then the client will "self clock”, adjusting its transnission rate to
t he avail abl e bandwi dt h.

Wiile a AAA client using a reliable transport such as TCP [ RFC793] or
SCTP [ RFC2960] wi |l self-clock when communicating directly with a
AAA-server, end-to-end self-clocking is not assured when AAA agents
are present.

As described in the Appendi x, AAA agents include Relays, Proxies,
Re-directs, Store and Forward proxies, and Transport proxies. O

t hese agents, only Transport proxies and Re-directs provide a direct
transport connection between the AAA client and server, allow ng
end-to-end sel f-clocking to occur.
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Wth Rel ays, Proxies or Store and Forward proxies, two separate and
de-coupl ed transport connections are used. One connection operates
between the AAA client and agent, and another between the agent and
server. Since the two transport connections are de-coupl ed,
transport |ayer ACKs do not flow end-to-end, and self-clocking does
not occur.

For exampl e, consider what happens when the bottl eneck exists between
a AAA Relay and a AAA server. Self-clocking will occur between the
AAA client and AAA Relay, causing the AAA client to adjust its
sending rate to the rate at which transport ACKs flow back fromthe
AAA Rel ay. However, since this rate is higher than the bottl eneck
bandwi dth, the overall systemw Il not self-clock.

Since there is no direct transport connection between the AAA client
and AAA server, the AAA client does not have the ability to estimate
end-to-end transport parameters and adjust its sending rate to the
bottl eneck bandw dth between the Relay and server. As a result, the
inconing rate at the AAA Relay can be higher than the rate at which
packets can be sent to the AAA server.

In this case, the end-to-end performance will be deterni ned by
details of the agent inplenentation. |In general, the end-to-end
transport performance in the presence of Relays, Proxies or Store and
Forward proxies will always be worse in ternms of delay and packet
loss than if the AAA client and server were conmunicating directly.

For example, if the agent operates with a large receive buffer, it is
possible that a large queue will devel op on the receiving side, since
the AAA client is able to send packets to the AAA agent nore rapidly
than the agent can send themto the AAA server. Eventually, the
buffer will overflow, causing whol esal e packet |oss as well as high
del ay.

Met hods to induce fine-grained coupling between the two transport
connections are difficult to inplenment. One possible solution is for
the AAA agent to operate with a receive buffer that is no |arger than
its send buffer. |If this is done, "back pressure" (closing of the
receive window) will cause the agent to reduce the AAA client sending
rate when the agent send buffer fills. However, unless nmultiple
connections exist between the AAA client and AAA agent, closing of
the receive window will affect all traffic sent by the AAA client,
even traffic destined to AAA servers where no bottl eneck exists.
Since multiple connections between a AAA client and agent result in
multiplication of the effective slowstart ranp rate, this is not
reconmended. As a result, use of "back pressure" cannot enable

i ndi vidual AAA client-server conversations to self-clock, and this
techni que appears inpractical for use in AAA
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2.9. Delayed Acknow edgnents

As described in Appendix B, ACKs may conprise as nuch as half of the
traffic generated in a AAA exchange. This occurs because AAA
conversations are typically application-driven, and therefore there
is frequently not enough traffic to enable ACK piggybacking. As a
result, AAA protocols running over TCP or SCTP transport nay
experience a doubling of traffic as conpared with inplenmentations
utilizing UDP transport.

It is typically not possible to address this issue via the sockets
APl .  ACK parameters (such as the value of the delayed ACK tinmer) are
typically fixed by TCP and SCTP i npl enentati ons and are therefore not
tunabl e by the application

2.10. Premature Fail over

RADI US fail over inplenentations are typically based on the concept of
primary and secondary servers, in which all traffic flows to the
primary server unless it is unavailable. However, the failover

al gorithm was not specified in [ RFC2865] or [RFC2866]. As a result,
RADI US fail over inplenmentations vary in quality, with some failing
over prematurely, violating the |law of "conservation of packets"

Where a Relay, Proxy or Store and Forward proxy is present, the AAA
client has no direct connection to a AAA server, and is unable to
estimate the end-to-end transport paranmeters. As a result, a AAA
client awaiting an application-layer response fromthe server has no
transport-based nmechani smfor determ ning an appropriate fail over
tinmer.

For example, if the path between the AAA agent and server includes a
high delay link, or if the AAA server is very heavily loaded, it is
possible that the NAS will failover to another agent while packets
are still in flight. This violates the principle of "conservation of
packets", since the AAA client will inject additional packets into
the network before having evidence that a previously sent packet has
|l eft the network. Such behavior can result in a worse situation on
an already congested link, resulting in congestive coll apse

[ Congest].

2.11. Head of Line Bl ocking
Head of |ine blocking occurs during periods of packet |oss where the

time between sends is shorter than the re-transm ssion tineout val ue
(RTO. In such situations, packets back up in the send queue unti

Aboba & Wod St andards Track [ Page 11]



RFC 3539 AAA Transport Profile June 2003

the | ost packet can be successfully re-transnmitted. This can be an
i ssue for SCTP when using ordered delivery over a single stream and
for TCP

Head of line blocking is typically an issue only on | arger NASes.

For exanmple, a 48-port NAS with an average inter-packet spacing of 25
seconds is unlikely to have an RTO greater than this, unless severe
packet |oss has been experienced. However, a 2048-port NAS with an
average inter-packet spacing of 293 nms nay experience head-of-1line

bl ocki ng since the inter-packet spacing is less than the nini num RTO
val ue of 1 second [ RFC2988].

2.12. Connection Load Bal anci ng

In order to |l essen queui ng del ays and address head of |ine bl ocking,
a AAA inplenmentation may wi sh to | oad bal ance between connections to
multiple destinations. While it is possible to enploy dynanic | oad
bal anci ng techni ques, this | evel of sophistication nmay not be
required. I n many situations, adequate reliability and | oad

bal anci ng can be achieved via static | oad bal ancing, where traffic is
di stributed between destinations based on static "weights"”

3. AAA Transport Profile

In order to address AAA transport issues, it is reconmended that AAA
protocol s make use of standards track as well as experinmental
techniques. Mre details are provided in the sections that foll ow

3.1. Transport Mappings

AAA Servers MJST support TCP and SCTP. AAA clients SHOULD support
SCTP, but MJST support TCP if SCTP is not available. As support for
SCTP inproves, it is possible that SCTP support will be required on
clients at sone point in the future. AAA agents inherit all the
obligations of Servers with respect to transport support.

3.2. Use of Nagle Al gorithm

Whil e AAA protocols typically operate in the application-driven
regime, there are circunstances in which they are network driven.

For exanpl e, where an NAS reboots, or where connectivity is restored
bet ween an NAS and a AAA agent, it is possible that multiple packets
will be available for sending.

As a result, there are circunstances where the transport-|ayer

bat chi ng provi ded by the Nagle Algorithm (12) is useful, and as a
result, AAA inplenentations running over TCP MJST enabl e the Nagle
algorithm [RFC896]. The Nagle algorithmis not used with SCTP
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3.3. Miltiple Connections

AAA protocol s SHOULD use only a single persistent connection between
a AAA client and a AAA agent or server. They SHOULD provide for

pi pelining of requests, so that nore than one request can be in
progress at a tine. 1In order to mnimze use of inactive connections
in roaning situations, a AAA client or agent MAY bring down a
connection to a AAA agent or server if the connection has been
unutilized (discounting the watchdog) for a certain period of tineg,
whi ch MUST NOT be | ess than BRI NGDOAN_| NTERVAL (5 minutes).

While a AAA client/agent SHOULD only use a single persistent
connection to a given AAA agent or server, it MAY have connections to
mul tiple AAA agents or servers. A AAA client/agent connected to
mul ti pl e agents/servers can treat them as primary/secondary or

bal ance | oad between them

3.4. Application Layer Watchdog

In order to enable AAA inplenentations to nore quickly detect
transport and application-layer failures, AAA protocols MJST support
an application |layer watchdog nessage.

The application | ayer watchdog nessage enables fail over froma peer
that has failed, either because it is unreachable or because its
applications functions have failed. This is distinct fromthe

pur pose of the SCTP heartbeat, which is to enable fail over between
interfaces. The SCTP heartbeat may enable a failover to another path
to reach the sane server, but does not address the situation where
the server systemor the application service has failed. Therefore
bot h mechani sms MAY be used toget her

The watchdog is used in order to enable a AAA client or agent to
determ ne when to resend on anot her connection. |t operates on al
open connections and is used to suspend and eventually cl ose
connections that are experiencing difficulties. The watchdog is also
used to re-open and validate connections that have returned to
health. The watchdog may be utilized either within primary/secondary
or | oad bal ancing configurations. However, it is not intended as a
cluster heartbeat mechani sm

The application | ayer watchdog is designed to detect failures of the
i mredi ate peer, and not to be affected by failures of downstream
proxies or servers. This prevents instability in downstream AAA
conmponents from propagating upstream \Wile the receipt of any AAA
Response froma peer is taken as evidence that the peer is up, |ack
of a Response is insufficient to conclude that the peer is down.
Since the | ack of Response nmay be the result of problems with a
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downst ream proxy or server, only after failure to respond to the
wat chdog nessage can it be deternined that the peer is down.

Since the watchdog al gorithmtakes any AAA Response into account in
determ ni ng peer liveness, decreases in the watchdog timer interva

do not significantly increase the |Ievel of watchdog traffic on
heavily | oaded networks. This is because watchdog nessages do not
need to be sent where ot her AAA Response traffic serves as a constant
rem nder of peer liveness. Witchdog traffic only increases when AAA
traffic is light, and therefore a AAA Response "signal" is not
present. Neverthel ess, decreasing the timer interval TWN T does

i ncrease the probability of false failover significantly, and so this
deci sion should be nade with care.

3.4.1. Algorithm Overview

The wat chdog behavior is controlled by an algorithmdefined in this
section. This algorithmis appropriate for use either within

pri mary/ secondary or | oad bal ancing configurations. |nplenentations
SHOULD i npl enent this algorithm which operates as foll ows:

[1] Watchdog behavior is controlled by a single timer (Tw). The
initial value of Tw, prior to jittering is Twinit. The default
value of Twinit is 30 seconds. This value was sel ected because
it mnimzes the probability that failover will be initiated due
to a routing flap, as noted in [Paxson].

Wiile Twinit MAY be set as |ow as 6 seconds (not including
jitter), it MJUST NOT be set |lower than this. Note that setting
such a low value for Twinit is likely to result in an increased
probability of duplicates, as well as an increase in spurious
fail over and fail back attenpts.

In order to avoid synchronization behaviors that can occur with
fixed timers anong distributed systens, each tine the watchdog
interval is calculated with a jitter by using the Twinit val ue
and random y adding a val ue drawn between -2 and 2 seconds.
Alternative calculations to create jitter MAY be used. These
MJST be pseudo-random generated by a PRNG seeded as per

[ RFC1750] .

[2] When any AAA nessage is received, Twis reset. This need not be
a response to a watchdog request. Receiving a watchdog response
froma peer constitutes activity, and Tw should be reset. |If the
wat chdog tiner expires and no watchdog response i s pending, then
a wat chdog nessage is sent. On sending a watchdog request, Twis
reset.
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Wat chdog packets are not retransmitted by the AAA protocol, since
AAA protocols run over reliable transports that will handl e al
retransmissions internally. As a result, a watchdog request is
only sent when there is no watchdog response pendi ng.

[3] If the watchdog tinmer expires and a watchdog response i s pending,
then failover is initiated. |In order for a AAA client or agent
to performfail over procedures, it is necessary to maintain a
pendi ng nessage queue for a given peer. Wen an answer nmessage
is received, the correspondi ng request is renoved fromthe queue.
The Hop-by-Hop Identifier field MAY be used to match the answer
with the queued request.

When failover is initiated, all nessages in the queue are sent to
an alternate agent, if available. Miltiple identical requests or
answers may be received as a result of a failover. The

conbi nati on of an end-to-end identifier and the origin host MJST
be used to identify duplicate nessages.

Note that where traffic is heavy, the application |ayer watchdog
can take as long as 2Tw to determ ne that a peer has gone down.
For peers receiving a high volunme of AAA Requests, AAA Responses

will continually reset the tinmer, so that after a failure it wll
take Tw for the lack of traffic to be noticed, and for the
wat chdog nessage to be sent. Another Tw will el apse before

failover is initiated.

On a lightly | oaded network wi thout much AAA Response traffic,
the watchdog tinmer will typically expire w thout being reset, so
that a watchdog response will be outstanding and failover will be
initiated after only a single timer interval has expired.

[4] The client MJST NOT cl ose the primary connection until the
primary’ s watchdog tinmer has expired at |east twice without a
response (note that the watchdog is not sent a second tine,
however). Once this has occurred, the client SHOULD cause a
transport reset or close to be done on the connecti on.

Once the primary connection has failed, subsequent requests are
sent to the alternate server until the watchdog tinmer on the
primary connection is reset.

Suspensi on of the primary connection prevents flappi ng between
primary and alternate connections, and ensures that fail over
behavi or remai ns consistent. The application my not receive a
response to the watchdog request nessage due to a connectivity
problem in which case a transport layer ACK will not have been
received, or the lack of response nmay be due to an application
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problem Wthout transport layer visibility, the application is
unable to tell the difference, and nmust behave conservatively.

In situations where no transport |layer ACK is received on the
primary connection after nultiple re-transnissions, the RTO will
be exponentially backed off as described in [ RFC2988]. Due to
Karn's algorithmas inplenented in SCTP and TCP, the RTO
estimator will not be reset until another ACK is received in
response to a non-re-transmtted request. Thus, in cases where
the problemoccurs at the transport layer, after the client fails
over to the alternate server, the RTO of the primary will remain
at a high value unless an ACK is received on the primary
connecti on.

In the case where the problem occurs at the transport |ayer,
subsequent requests sent on the primary connection will not
receive the sane service as was originally provided. For
exanmpl e, instead of failover occurring after 3 retransm ssions,
failover mght occur wi thout even a single retransmssion if RTO
has been sufficiently backed off. O course, if the lack of a
wat chdog response was due to an application |layer problem then

RTOwi Il not have been backed off. However, wi thout transport
|l ayer visibility, there is no way for the application to know
this.

Suspendi ng use of the prinmary connection until a response to a
wat chdog nessage is received guarantees that the RTO tinmer will
have been reset before the primary connection is reused. |If no
response is received after the second watchdog timer expiration,
then the primary connection is closed and the suspensi on becones
per manent .

[5] While the connection is in the closed state, the AAA client MJST
NOT attenpt to send further watchdog nmessages on the connecti on.
However, after the connection is closed, the AAA client continues
to periodically attenpt to reopen the connection

The AAA client SHOULD wait for the transport |ayer to report
connection failure before attenpting again, but MAY choose to
bound this wait time by the watchdog interval, Tw. If the
connection is successfully opened, then the watchdog nessage is
sent. Once three watchdog nessages have been sent and responded
to, the connection is returned to service, and transactions are
once again sent over it. Connection validation via receipt of
mul ti pl e wat chdogs is not required when a connection is initially
brought up -- in this case, the connection can i mediately be put
into service

Aboba & Wod St andards Track [ Page 16]



RFC 3539 AAA Transport Profile June 2003

[6] When using SCTP as a transport, it is not necessary to disable
SCTP' s transport-Ilayer heartbeats. However, if AAA
i npl ement ati ons have access to SCTP' s hearthbeat paraneters, they
MAY chose to ensure that SCTP's heartbeat interval is |onger than
the AAA watchdog interval, Tw. This will ensure that alternate
paths are still probed by SCTP, while the primary path has a
m ni nrum of heartbeat redundancy.

3.4.2. Primary/ Secondary Fail over Support

The wat chdog tinmer MAY be integrated with primary/secondary style
failover so as to provide inproved reliability and basic | oad

bal ancing. In order to balance | oad anong nmultiple AAA servers, each
AAA server is designated the primary for a portion of the clients,
and designated as secondaries of varying priority for the remainder.
In this way, |oad can be bal anced anmong the AAA servers.

Wthin primary/secondary configurations, the watchdog tiner operates
as foll ows:

[1] Assune that each client or agent is initially configured with a
single primary agent or server, and one or nore secondary
connecti ons.

[2] The watchdog nechanismis used to suspend and eventual |y cl ose

primary connections that are experiencing difficulties. It is
al so used to re-open and validate connections that have returned
to heal th.

[3] Once a secondary is pronoted to primary status, either on a
tenporary or permanent basis, the next server on the list of
secondaries is pronoted to fill the open secondary slot.

[4] The client or agent periodically attenpts to re-open closed
connections, so that it is possible that a previously closed
connection can be returned to service and becone eligible for use
again. Inplenentations will typically retain alimt on the
nunber of connections open at a tine, so that once a previously
cl osed connection is brought online again, the |owest priority
secondary connection will be closed. |In order to prevent
periodi c closing and re-openi ng of secondary connections, it is
recommended that functioning connections remain open for a
m ni mum of 5 mi nutes.

[5] In order to enabl e diagnosis of failover behavior, it is
recommended that a table of failover events be kept within the
M B. These failover events SHOULD i ncl ude appropriate
transaction identifiers so that client and server data can be
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conpared, providing insight into the cause of the problem
(transport or application |ayer).

3.4.3. Connection Load Bal anci ng

Pri mary/ secondary failover is capable of providing inproved
resilience and basic | oad bal ancing. However, it does not address
TCP head of line blocking, since only a single connection is in use
at a tine.

A AAA client or agent nmintaining connections to nultiple agents or
servers MAY | oad bal ance between them Establishing connections to
mul tiple agents or servers reduces, but does not elim nate, head of

i ne bl ocking issues experienced on TCP connections. This issue does
not exist with SCTP connections utilizing nultiple streans.

In connection | oad bal ancing configurations, the application watchdog
operates as follows:

[1] Assune that each client or agent is initially configured with
connections to multiple AAA agents or servers, with one
connecti on between a given client/agent and an agent/server.

[2] In static |oad bal ancing, transactions are apporti oned anong the
connections based on the total nunber of connections and a
"wei ght" assigned to each connection. Pearson’s hash [ RFC3074]
applied to the NAI [RFC2486] can be used to deternine which
connection will handle a given transaction. Hashing on the NA
provi des highly granul ar | oad bal anci ng, while ensuring that all
traffic for a given conversation will be sent to the sane agent
or server. In dynanic |oad bal ancing, the value of the "weight"
can vary based on conditions such as AAA server |oad. Such
techni ques, whil e sophisticated, are beyond the scope of this
docunent .

[3] Transactions are distributed to connections based on the total
nunber of avail abl e connections and their weights. A change in
t he nunber of avail abl e connections forces reconputation of the
hash table. In order not to cause conversations in progress to
be switched to new destinations, on reconputation, a transitional
period is required in which both old and new hash tables are
needed in order to permit aging out of conversations in progress.
Note that this requires a way to easily deterni ne whether a
Request represents a new conversation or the continuation of an
exi sting conversation. As a result, renoving and addi ng of
connections is an expensive operation, and it is recomended that
the hash table only be reconputed once a connection is closed or
returned to service.
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Suspended connections, although they are not used, do not force
hash table reconfiguration until they are closed. Simlarly,

re- opened connections not accumul ating sufficient watchdog
responses do not force a reconfiguration until they are returned
to service

While a connection is suspended, transactions that were to have
been assigned to it are instead assigned to the next avail able
server. Wile this results in a nonentary inbalance, it is felt
that this is a relatively small price to pay in order to reduce
hash tabl e thrashing.

[4] In order to enable diagnosis of |oad bal anci ng behavior, it is
recommended that in addition to a table of failover events, a
tabl e of statistics be kept on each client, indexed by a AAA
server. That way, the effectiveness of the |oad bal anci ng
al gorithm can be eval uat ed.

3.5. Duplicate Detection

Multiple facilities are required to enable duplicate detection

These include session identifiers as well as hop-by-hop and end-to-
end nessage identifiers. Hop-by-hop identifiers whose val ue nmay
change at each hop are not sufficient, since a AAA server may receive
the sanme nessage fromnultiple agents. For exanple, a AAA client can
send a request to Agentl, then failover and resend the request to
Agent 2; both agents forward the request to the honme AAA server, with
di fferent hop-by-hop identifiers. A Session Identifier is
insufficient as it does not distinguish different nessages for the

t he sane session

Proper treatnent of the end-to-end nessage identifier ensures that
AAA operations are idenpotent. For exanple, w thout an end-to-end
identifier, a AAA server keeping track of sinultaneous | ogins m ght
send an Accept in response to an initial Request, and then a Reject
in response to a duplicate Request (where the user was allowed only
one simultaneous | ogin). Depending on which Response arrived first,
the user mght be allowed access or not.

However, if the server were to store the end-to-end nmessage
identifier along with the sinultaneous login information, then the
duplicate Request (which utilizes the same end-to-end nessage
identifier) could be identified and the correct response could be
returned.
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3.6. Invalidation of Transport Paramneter Estinates

In order to address invalidation of transport paraneter estinates,
AAA protocol inplenentations MAY utilize Congestion W ndow Validation
[ RFC2861] and RTO validation when using TCP. This specification also
reconmends a procedure for RTO validati on.

[ RFC2581] and [ RFC2861] both recommend that a connection go into
slowstart after a period where no traffic has been sent within the
RTO interval. [RFC2861] recomends only increasing the congestion
window if it was full when the ACK arrived. The congestion w ndow is
reduced by half once every RTOinterval if no traffic is received.

Wien Congestion W ndow Validation is used, the congestion w ndow wi | |
not build during application-driven periods, and instead will be
decayed. As a result, AAA applications operating within the
application-driven regime will typically run with a congesti on w ndow
equal to the initial w ndow nuch of the tine, operating in "perpetual
slowstart".

During periods in which AAA behavior is application-driven this wll

have no effect. Since the tine between packets will be larger than
RTT, AAA will operate with an effective congestion w ndow equal to
the initial w ndow. However, during network-driven periods, the
effect will be to space out sending of AAA packets. Thus instead of
being able to send a | arge burst of packets into the network, a
client will need to wait several RTTs as the congestion wi ndow buil ds

during slowstart.

For example, a client operating over TCP with an initial w ndow of 2,
with 35 AAA requests to send woul d take approxinately 6 RTTs to send
them as the congestion wi ndow builds during slow start: 2, 3, 3, 6,
9, 12. After the backlog is cleared, the inmplenentation will once
agai n be application-driven and the congestion wi ndow size wll
decay. |If the client were using SCTP, the nunber of RTTs needed to
transnit all requests would usually be | ess, and woul d depend on the
size of the requests, since SCTP tracks the progress for the opening
of the congestion wi ndow by bytes, not segnents.

Not e that [RFC2861] and [ RFC2988] do not address the issue of RTO
validation. This is also a problem particularly when the Congestion
Manager [RFC3124] is inplenented. During periods of high packet

| oss, the RTO may be repeatedly increased via exponential back-off,
and may attain a high value. Due to lack of tinely feedback on RTT
and RTO during application-driven periods, the high RTO esti mate may
persist long after the conditions that generated it have dissi pated.
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RTO val i dati on MAY be used to address this issue for TCP, via the
foll ow ng procedure:

After the congestion wi ndow is decayed according to [ RFC2861],
reset the estimated RTOto 3 seconds. After the next packet cones
in, re-calculate RTTavg, RTTdev, and RTO according to the nethod
described in [ RFC2581] .

To address this issue for SCTP, AAA inplenentations SHOULD use SCTP
heart beats. [RFC2960] states that heartbeats shoul d be enabl ed by
default, with an interval of 30 seconds. |If this interval proves to
be too long to resolve this issue, AAA inplenentations MAY reduce the
heart beat interval

3.7. lInability to Use Fast Re-Transmt

When Congesti on W ndow Validation [ RFC2861] is used, AAA

i npl enentations will operate with a congestion wi ndow equal to the
initial window much of the tine. As a result, the w ndow size wll
often not be |l arge enough to enable use of fast re-transmt for TCP
In addition, since AAA traffic is two-way, ACKs carrying data wll
not count towards triggering fast re-transnit. SCTP is less |ikely
to encounter this issue, so the neasures described below apply to
TCP.

To address this issue, AAA inplenentations SHOULD support selective
acknowl edgenent as described in [RFC2018] and [ RFC2883]. AAA

i mpl enentati ons SHOULD al so inplenent Limted Transmit for TCP, as
described in [ RFC3042]. Rather than reducing the nunber of duplicate
ACKs required for triggering fast recovery, which would increase the
nunber of inappropriate re-transmssions, Limted Transmt enables
the wi ndow si ze be increased, thus enabling the sending of additional
packets which in turn may trigger fast re-transnmit w thout a change
to the algorithm

However, if congestion wi ndow validation [RFC2861] is inplenented,
this proposal will only have an effect in situations where the tine
bet ween packets is less than the estinmated retransm ssion tineout
(RTO. If the tine between packets is greater than RTO additiona
packets will typically not be available for sending so as to take
advant age of the increased wi ndow size. As a result, AAA protocols
will typically operate with the | owest possible congestion w ndow
size, resulting in a re-transnission tineout for every |ost packet.
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3.8. Head of Line Blocking

TCP inherently does not provide a solution to the head-of-1ine

bl ocki ng problem although its effects can be | essened by

i npl erentation of Limted Transmt [RFC3042], and connection | oad
bal anci ng.

3.8.1. Using SCTP Streans to Prevent Head of Line Bl ocking

Each AAA node SHOULD distribute its nessages evenly across the range
of SCTP streans that it and its peer have agreed upon. (A |ost
nmessage in one streamw |l not cause any other streans to block.) A
trivial and effective inplenentation of this sinply increnents a
counter for the streamID to send on. Wien the counter reaches the
maxi nrum nunber of streans for the association, it resets to O.

AAA peers MJST be able to accept nessages on any stream Note that
streans are used *sol ely* to prevent head-of-the-1line bl ocking. Al
identifying information is carried within the D aneter payl oad.
Messages distributed across nultiple streans nmay not be received in
the order they are sent.

SCTP peers can allocate up to 65535 streans for an association. The
cost for idle streans may or may not be zero, depending on the

i npl erentation, and the cost for non-idle streans is always greater
than 0. So administrators may wish to Iimt the nunber of possible
streans on their diameter nodes according to the resources (i.e.
menory, CPU power, etc.) of a particular node.

On a Dianeter client, the nunber of streans nmay be determ ned by the
maxi num nunber of peak users on the NAS. If a streamis avail able
per user, then this should be sufficient to prevent head-of-1line

bl ocking. On a Di aneter proxy, the nunber of streans may be

determ ned by the maxi num nunber of peak sessions in progress from
that proxy to each downstream AAA server

Stream | Ds do not need to be preserved by relay agents. This
sinplifies inplenentation, as agents can easily handl e forwardi ng
between two associations with different nunbers of streans. For
exanpl e, consider the foll owing case, where a relay server DRL
forwards nessages between a NAS and a honme server, HVS. The NAS and
DRL have agreed upon 1000 streans for their association, and DRL and
HVE have agreed upon 2000 streans for their association. The
follow ng figure shows the nessage flow from NAS to HVS via DRL, and
the stream I D assignnents for each nessage:
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S N, + 4 aaas S N, +
I I I I
| NAS |  --------- > DRL |  --------- > | HVS
I I I I
e + 1000 streams  +------ 2000 streans e +

msg 1: str id O
nmeg 2: str id 1

meg 1000: str id 999
msg 1001: str id O

msg 1: str id O
nmeg 2: str id 1

msg 1000: str id 999
nmsg 1001: str id 1000

DRL can forward nessages 1 through 1000 to HVB using the same stream
I D that NAS used to send to DRL.
associ ation has only 1000 streans, NAS waps around to streamID O
The DRL / HMS association, on the other
hand, has 2000 streanms, so DRL can reassign nessage 1001 to streamID
1000 when forwarding it on to HWVS.

when sendi ng message 1001

However, since the NAS / DRL

This distribution schene acts |ike a hash table. It is possible, yet

unlikely, that two nessages will
less likely that there wll

adm ni strators can i ncrease the nunber

i mprove perfornmance.

3.9. Congestion Avoi dance

end up in the sane stream and even

be message | oss resulting in blocking
when this happens. |[If it does turn out to be a problem |oca

of streans on their nodes to

In order to inprove upon default timer estinates, AAA inplenentations

MAY i mpl enent the Congestion Manager

system nodul e that:

(CM) [ RFC3124].

CMis an end-

(i) Enables an ensenble of nultiple concurrent streans froma
sender destined to the sanme receiver and sharing the same
congestion properties to perform proper congestion avoi dance

and control, and

(ii) Allows applications to easily adapt to network congesti on.

The CM hel ps integrate congestion managenment across all applications

and transport protocols.

The CM nai ntai ns congestion paraneters

(avai |l abl e aggregate and per-stream bandw dth, per-receiver round-

trip tines, etc.) and exports an API
| earn about network characteristics,

that enables applications to
pass information to the CM

share congestion information with each other, and schedul e data

transm ssi ons.
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The CM enabl es the AAA application to access transport paraneters
(RTTavg, RTTdev) via callbacks. RTO estinmates are currently not
avail abl e via the callback interface, though they probably shoul d be.
Where avail abl e, transport paranmeters SHOULD be used to inprove upon
default timer val ues.

3.10. Premat ure Fail over

Premature failover is prevented by the watchdog functionality

descri bed above. |If the next hop does not return a reply, the AAA
client will send a watchdog nmessage to it to verify liveness. If a
wat chdog reply is received, then the AAA client will know that the

next hop server is functioning at the application layer. As a
result, it is only necessary to provide termnal error nmessages, such
as the foll ow ng:

"Busy": agent/Server too busy to handl e additional requests, NAS
shoul d failover all requests to another agent/server.

"Can't Locate": agent can’'t |ocate the AAA server for the
i ndicated real m NAS should failover that request to another

proxy.

"Can't Forward": agent has tried both primary and secondary AAA
servers with no response; NAS should failover the request to
anot her agent.

Note that these nmessages differ in their scope. The "Busy" nessage
tells the NAS that the agent/server is too busy for ANY request. The
"Can't Locate" and "Can't Forward" nessages indicate that the
ultimate destination cannot be reached or isn’t responding, inplying
per-request fail over.

4. Security Considerations

Since AAA clients, agents and servers serve as network access
gat ekeepers, they are tenpting targets for attackers. Genera
security considerations concerning TCP congestion control are
di scussed in [RFC2581]. However, there are sone additiona
considerations that apply to this specification

By enabling fail over between AAA agents, this specification inproves
the resilience of AAA applications. However, it may al so open
avenues for denial of service attacks.

The failover algorithmis driven by lack of response to AAA requests

and wat chdog packets. On a lightly | oaded network where AAA
responses woul d not be received prior to expiration of the watchdog
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timer, an attacker can swanp the network, causing watchdog packets to
be dropped. This will cause the AAA client to switch to another AAA
agent, where the attack can be repeated. By causing the AAA client
to cycle between AAA agents, service can be denied to users desiring
net wor k access.

Where TLS [RFC2246] is being used to provide AAA security, there wll
be a vulnerability to spoofed reset packets, as well as other
transport |ayer denial of service attacks (e.g. SYN flooding). Since
SCTP offers inproved denial of service resilience conpared with TCP
where AAA applications run over SCIP, this can be mtigated to sone
extent.

Where | Psec [ RFC2401] is used to provide security, it is inportant
that | Psec policy require IPsec on inconing packets. 1In order to
enable a AAA client to determ ne what security mechani sns are in use
on an agent or server w thout prior know edge, it nay be tenpting to
initiate a connection in the clear, and then to have the AAA agent
respond with | KE [ RFC2409]. While this approach m ninzes required
client configuration, it increases the vulnerability to denial of
service attack, since a connection request can now not only tie up
transport resources, but also resources within the I KE

i npl emrent ati on.

| ANA Consi der ati ons

Thi s docunent does not create any new number spaces for | ANA
admi ni stration.
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Appendi x A - Detailed Watchdog Al gorithm

In this Appendi x, the nmenory control structure that contains al
i nformation regarding a specific peer is referred to as a Peer
Control Block, or PCB. The PCB contains the follow ng fields:

St at us:
CKAY: The connection is up
SUSPECT: Fai |l over has been initiated on the connecti on.
DOWN: Connection has been cl osed.
RECPEN: Attenpting to reopen a closed connection
I NI TI AL: The initial state of the pcb when it is first created.
The pcb has never been opened.
Vari abl es:
Pendi ng: Set to TRUE if there is an outstandi ng unanswered
wat chdog r equest
Tw: Wat chdog ti ner val ue
NumDWA: Nurmber of DWAs received during REOPEN

Tw is the watchdog tiner, nmeasured in seconds. Every second, Tw is
decrenented. When it reaches 0, the OnTi nerEl apsed event (see bel ow)
is invoked. Pseudo-code for the algorithmis included on the
foll ow ng pages.

Set Wat chdog()
{

/*

Set Wat chdog() is called whenever it is necessary

to reset the watchdog tinmer Tw. The val ue of the

wat chdog tiner is cal cul ated based on the default
initial value TWNIT and a jitter ranging from

-2 to 2 seconds. The default for TWN T is 30 seconds,
and MJST NOT be set |ower than 6 seconds.

*/
TW=TWNIT -2.0 + 4.0 * random() ;
Set Ti mer (Tw) ;
return ;

}

/*

OnReceive() is called whenever a nessage
is received fromthe peer. This nmessage MAY
be a request or an answer, and can include
DWR and DWA nessages. Pending is assuned to
be a gl obal vari abl e.

*/

OnRecei ve(pch, nmsgType)
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}
/*

OnTi mer El apsed()

*/

if (negType == DWA) {
Pendi ng = FALSE
}
switch (pcb->Status){
case OKAY
Set Wat chdog() ;
br eak;
case SUSPECT:
pcb->St at us = OKAY
Fai | back( pcb);
Set Wat chdog() ;
br eak;
case REOPEN
if (nmegType == DWA) {
NunDWA++;
if (NumDWA == 3) {
pcb->status = OKAY;
Fai | back();

} else {
Thr owaway(r ecei ved packet);
}

br eak;

case I NITIAL:

case DOWN:
Thr owaway(r ecei ved packet);
br eak;

defaul t:
Error("Shouldn’t be here!");
br eak;

}

OnTi mer El apsed( pchb)

{

switch (pcb->status){
case OKAY
if (!Pending) {
SendWat chdog( pcb) ;
Set Wat chdog() ;
Pendi ng = TRUE;
br eak;

}
pcb- >st at us = SUSPECT;
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Fai | Over (pch);
Set Wat chdog() ;
break ;
case SUSPECT:
pcb->status = DOMN;
Cl oseConnecti on(pch);
Set Wat chdog() ;
br eak;
case I NITIAL:
case DOWN:
At t enpt Open( pcb) ;
Set Wat chdog() ;
br eak;
case REOPEN:
if (!Pending) {
SendWat chdog( pbc) ;
Set Wat chdog() ;
Pendi ng = TRUE;
br eak;

if (NumDWA < 0) {
pcb->status = DOMN;
Gl oseConnecti on(pch);
} else {
NunDWA = -1;

}
Set Wat chdog() ;
br eak;
def aul t:
error("Shouldn’t be here!);
br eak;

}
/*

OnConnectionUp() is called whenever a connection cones up

*/
OnConnect i onUp( pch)

switch (pcb->status){
case I NITIAL:
pcb->status = OKAY;
Set Wat chdog() ;

br eak;

case DOMN:
pcb->st at us = REOPEN;
NunDWA = O;

SendWat chdog( pch) ;

Aboba & Wod St andards Track

June 2003

[ Page 30]



RFC 3539

AAA Transport Profile

Set Wat chdog() ;
Pendi ng = TRUE;
br eak;

defaul t:
error("Shouldn’t be here!);

}
/*

OnConnect i onDown()

*/

br eak;

OnConnect i onDown( pcb)

{

pcb->stat us = DOMN;

Cl oseConnection();

switch (pcb->status){
case OKAY

Fai | over (pch);
Set Wat chdog() ;
br eak;

case SUSPECT:
case RECPEN

Set Wat chdog() ;
br eak;

defaul t:

br eak;

error("Shouldn’t be here!);

June 2003

is called whenever a connection goes down

/* Here is the state nachi ne equivalent to the above code:

OKAY
SUSPECT

SUSPECT

REOPEN

REOPEN

Aboba & Wod

Recei ve DWA

Recei ve non- DWA

Recei ve DWA

Recei ve non- DWA

Recei ve DWA &

NunDWA ==

Recei ve DWA &

NunDWA < 2

Actions

Pendi ng = FALSE
Set Wat chdog()
Set Wat chdog()
Pendi ng = FALSE
Fai | back()

Set Wat chdog()
Fai | back()

Set Wat chdog()
Pendi ng = FALSE
NunDWA++

Fai | back()
Pendi ng = FALSE
NunDWA++

St andards Track
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OKAY
OKAY

OKAY

OKAY

OKAY

REOPEN
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REOPEN
I NI TI AL

I NI TI AL
DOWN

DOWN
OKAY
OKAY
SUSPECT
I NI TI AL
DOWN

REOPEN

REOPEN

REOPEN

I NI TI AL
DOWN

OKAY

SUSPECT
REOPEN

*/
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Recei ve non- DWA

Recei ve DWA

Recei ve non- DWA

Recei ve DWA

Recei ve non- DWA

Ti mer expires
I Pendi ng

Ti mer expires
Pendi ng
Ti mer expires

Ti mer expires
Ti mer expires

Ti mer expires
I Pendi ng

Ti mer expires
Pendi ng &
NunDWA < 0

Ti mer expires
Pendi ng &
NumDWA >= 0
Connection up
Connection up

&

&

Connecti on down

Connecti on down

Connecti on down

Actions

Thr owaway ()
Pendi ng = FALSE
Thr owaway ()

Thr owaway ()
Pendi ng = FALSE
Thr owaway ()

Thr owaway ()
SendWat chdog()
Set Wat chdog()
Pendi ng = TRUE
Fai | over ()

Set Wat chdog()

Cl oseConnecti on()
Set Wat chdog()

At t enpt Open()
Set Wat chdog()

At t enpt Open()
Set Wat chdog()
SendWat chdog()
Set Wat chdog()
Pendi ng = TRUE
Cl oseConnecti on()
Set Wat chdog()

NumDWA = -1
Set Wat chdog()

Set Wat chdog()
NunDWA = 0
SendWat chdog()
Set Wat chdog()
Pendi ng = TRUE

Cl oseConnecti on()
Fai | over ()

Set Wat chdog()

Cl oseConnecti on()
Set Wat chdog()

Cl oseConnecti on()
Set Wat chdog()

St andards Track
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New St at e

I NI TI AL
I NI TI AL

DOWN
DOWN
OKAY
SUSPECT
DOWN
I NI TI AL

DOWN

REOPEN

REOPEN
OKAY

REOPEN
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Appendi x B - AAA Agents

As described in [ RFC2865] and [ RFC2607], AAA agents have becone
popul ar in order to support services such as roani ng and shared use
networks. Such agents are used both for

aut henti cati on/aut horization, as well as accounting [ RFC2975].

AAA agents incl ude:

Rel ays

Pr oxi es

Re-directs

Store and Forward proxies
Transport | ayer proxies

The transport |ayer behavior of each of these agents is described
bel ow.

B.1 Rel ays and Proxies

Wil e the application-Ilayer behavior of relays and proxies are
different, at the transport layer the behavior is sinmilar. In both
cases, two connections are established: one fromthe AAA client (NAS)
to the relay/proxy, and another fromthe relay/proxy to the AAA
server. The relay/proxy does not respond to a client request until
it receives a response fromthe server. Since the two connections
are de-coupl ed, the end-to-end conversation between the client and
server may not self clock

Since AAA transport is typically application-driven, there is
frequently not enough traffic to enable ACK piggybacking. As a
result, the Nagle algorithmis rarely triggered, and del ayed ACKs may
conprise nearly half the traffic. Thus AAA protocols running over
reliable transport will see packet traffic nearly double that
experienced with UDP transport. Since ACK paraneters (such as the
val ue of the delayed ACK tinmer) are typically fixed by the TCP

i npl erentation and are not tunable by the application, there is
little that can be done about this.
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A typical trace of a conversation between a NAS, proxy and server is

shown bel ow

Ti me NAS Rel ay/ Pr oxy Server
0 Request
------- >

Ol'Tnp + Tpr Request

------- >
Ol'Tnp + TdA Del ayed ACK

P,
Olf'Tnp + OITps + Repl y/ ACK
Tpr + Tsr <-------
OfTnp + OTTps +
Tpr + Tsr + Repl y
OITsp + TpR R
OfTnp + OTTps +
Tpr + Tsr + Del ayed ACK
Orfsp + TdA ~ ------- >

OfTnp + OTTps +
OlTsp + OI'Tpn +

Tpr + Tsr + Del ayed ACK

TpR + TdA oo >

Key

orT = One-way Trip Tinme

OlTnp = One-way trip time (NAS to Rel ay/ Proxy)
OlTpn = One-way trip time (Relay/ Proxy to NAS)
OlTps = One-way trip time (Relay/Proxy to Server)
OfTsp = One-way trip time (Server to Rel ay/ Proxy)
TdA = Del ayed ACK tiner

Tpr = Rel ay/ Proxy request processing tine

TpR = Relay/Proxy reply processing tine

Tsr = Server request processing time

At time O, the NAS sends a request to the relay/proxy. lgnoring the
serialization tine, the request arrives at the relay/proxy at tine
Olf'Tnp, and the relay/proxy takes an additional Tpr in order to
forward the request toward the hone server. At tine TdA after
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receiving the request, the rel ay/proxy sends a del ayed ACK. The
del ayed ACK is sent, rather than being pi ggybacked on the reply, as
long as TdA < OTTps + OITsp + Tpr + Tsr + TpR

Typically Tpr < TdA, so that the delayed ACK is sent after the

rel ay/ proxy forwards the request toward the server, but before the
rel ay/ proxy receives the reply fromthe server. However, depending
on the TCP inplenentation on the relay/proxy and when the request is
received, it is also possible for the delayed ACK to be sent prior to
forwardi ng the request.

At tinme OTTnp + OITps + Tpr, the server receives the request, and Tsr
later, it generates the reply. Were Tsr < TdA, the reply wll
contain a piggybacked ACK. However, depending on the server

responsi veness and TCP i npl enmentation, the ACK and reply nay be sent
separately. This can occur, for exanple, where a slow database or
storage system nust be accessed prior to sending the reply.

At tine OTTnp + OITps + OITsp + Tpr + Tsr the reply/ ACK reaches the
rel ay/ proxy, which then takes TpR additional tinme to forward the
reply to the NAS. At TdA after receiving the reply, the rel ay/proxy
generates a delayed ACK. Typically TpR < TdA so that the del ayed ACK
is sent to the server after the relay/proxy forwards the reply to the
NAS. However, depending on the circunstances and the rel ay/ proxy TCP
i npl enentation, the delayed ACK may be sent first.

As with a del ayed ACK sent in response to a request, which may be

pi ggybacked if the reply can be received qui ckly enough, piggybacking
of the ACK sent in response to a reply fromthe server is only
possible if additional request traffic is available. However, due to
the high inter-packet spacings in typical AAA scenarios, this is
unlikely unless the AAA protocol supports a reply ACK

At tinme OTTnp + OITps + OITsp + OTTpn + Tpr + Tsr + TpR the NAS
receives the reply. TdA later, a delayed ACK i s generat ed.

B.2 Re-directs
Re-directs operate by referring a NAS to the AAA server, enabling the
NAS to talk to the AAA server directly. Since a direct transport
connection is established, the end-to-end connection will self-clock.
Wth re-directs, delayed ACKs are less frequent than with

application-layer proxies since the Re-direct and Server wll
typically piggyback replies with ACKs.
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The sequence of events is as foll ows:

Ti me NAS Re-di rect Server
0 Request
------- >
Of'Tnp + Tpr Redi rect/ ACK
P,

OfTnp + Tpr + Request

OrTpn + Tnr - ------ >

OfTnp + OTTpn +

Tpr + Tsr + Repl y/ ACK
OI'Tns <-------

OlTnp + OITpn +
Ol'Tns + OITsn +

Tpr + Tsr + Del ayed ACK

TdA  meea - >

Key

orT = One-way Trip Tinme

OlTnp = One-way trip time (NAS to Re-direct)
OfTpn = One-way trip time (Re-direct to NAS)
OlTns = One-way trip time (NAS to Server)
OfTsn = One-way trip time (Server to NAS)
TdA = Del ayed ACK tiner

Tpr = Re-direct processing tine

Tnr = NAS re-direct processing tine

Tsr = Server request processing tinme

B.3 Store and Forward Proxies

Wth a store and forward proxy, the proxy may send a reply to the NAS
prior to forwarding the request to the server. Wile store and
forward proxies are nost frequently deployed for accounting

[ RFC2975], they also can be used to inpl enment

aut henti cati on/aut hori zation policy, as described in [ RFC2607].

As noted in [RFC2975], store and forward proxies can have a negative
effect on accounting reliability. By sending a reply to the NAS

wi t hout receiving one fromthe accounting server, store and forward
proxies fool the NAS into thinking that the accounting request had
been accepted by the accounting server when this is not the case. As
a result, the NAS can delete the accounting packet from non-volatile
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storage before it has been accepted by the accounting server. That
| eaves the proxy responsible for delivering accounting packets. |If
the proxy involves noving parts (e.g. a disk drive) while the NAS
does not, overall systemreliability can be reduced. As a result,
store and forward proxies SHOULD NOT be used.

The sequence of events is as foll ows:

Ti me NAS Pr oxy Server
0 Request
------- >

Olf'Tnp + TpR Repl y/ ACK

I,
OlTnp + Tpr Request

------- >
OfTnp + OTTph + Repl y/ ACK
Tpr + Tsr <-------
Olf'Tnp + OITph +
Tpr + Tsr + Reply
OIf'Thp + TpR Cmmmmm -
Olf'Tnp + OITph +
Tpr + Tsr + Del ayed ACK
Orthp + TdA~ a-em- - >

Olf'Tnp + OITph +
OIf'Thp + OITpn +

Tpr + Tsr + Del ayed ACK

TpR + TdA oo >

Key

orT = One-way Trip Tinme

OTTnp = One-way trip time (NAS to Proxy)

OlTpn = One-way trip time (Proxy to NAS)

Ol'Tph = One-way trip time (Proxy to Honme server)
OlThp = One-way trip time (Honme Server to Proxy)
TdA = Del ayed ACK tiner

Tpr = Proxy request processing tine

TpR = Proxy reply processing tine

Tsr = Server request processing tinme
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B.4 Transport Layer Proxies

In addition to acting as proxies at the application |layer, transport
| ayer proxies forward transport ACKs between the AAA client and
server. This splices together the client-proxy and proxy-server
connections into a single connection that behaves as though it
operates end-to-end, exhibiting self-clocking. However, since
transport proxies operate at the transport |ayer, they cannot be

i npl emented purely as applications and they are rarely depl oyed.

Wth a transport proxy, the sequence of events is as follows:

Ti me NAS Pr oxy Home Server
0 Request
------- >

OlTnp + Tpr Request

------- >
OfTnp + OTTph + Repl y/ ACK
Tpr + Tsr <-------
Olf'Tnp + OITph +
Tpr + Tsr + Repl y/ ACK
OIf'Thp + TpR Cmmmmm -

Olf'Tnp + OITph +

OIf'Thp + OITpn +

Tpr + Tsr + Del ayed ACK
TpR + TdA - ----- >

Olf'Tnp + OITph +

OIf'Thp + OITpn +

Tpr + Tsr + Del ayed ACK
TpR + TO  ee----- >

Key

orT One-way Trip Tine

OTTnp = One-way trip time (NAS to Proxy)

OlTpn = One-way trip time (Proxy to NAS)

OlTph = One-way trip tinme (Proxy to Home server)
OlThp = One-way trip tinme (Hone Server to Proxy)
TdA = Del ayed ACK tiner

Tpr = Proxy request processing tine

TpR = Proxy reply processing tine
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Tsr
TpD

Server request processing tinme
Proxy del ayed ack processing tine

Intell ectual Property Statenent
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| ETF s procedures with respect to rights in standards-track and
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licenses to be made available, or the result of an attenpt nade to
obtain a general license or pernission for the use of such
proprietary rights by inplenmentors or users of this specification can
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Director.
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