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Abstract

Thi s docunent describes the Mesh-enhanced Service Location Protocol
(nSLP). nBLP enhances the Service Location Protocol (SLP) with a
scope-based fully-nmeshed peering Directory Agent (DA) architecture.
Peer DAs exchange new service registrations in shared scopes via
anti-entropy and direct forwarding. nSLP inproves the reliability
and consi stency of SLP DA services, and sinplifies Service Agent (SA)
registrations in systems with nmultiple DAs. nBLP is backward
conpatible with SLPv2 and can be depl oyed i ncrenentally.
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1. Introduction

In the Service Location Protocol (SLPv2 [RFC2608]), Directory Agents
(DAs) accept service registrations from Service Agents (SAs) and
answer queries from User Agents (UAs); they enhance the performance
and scalability of SLPv2. The use of scopes in SLPv2 further

i nproves its scalability. In general, a DA can serve multiple
scopes, and a scope can be served by nultiple DAs. Wen multiple DAs
are present for a scope, how should they interact with each other?
Thi s docunent describes the Mesh-enhanced Service Location Protocol
(nmBLP), addressing this open issue in SLPv2.

nSLP defines a scope-based fully-nmeshed peering DA architecture: for
each scope, all DAs serving the scope forma fully-meshed peer
relationship (simlar to IBGP [RFC1771]). Peer DAs exchange new
service registrations in shared scopes via anti-entropy [EPID

ALGO, UPDA- PROP] and direct forwarding. nSLP inproves the reliability
and consi stency of SLP DA services, and sinplifies SA registrations
in systens with nmultiple DAs.

1.1. Notation Conventions
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this

docunment are to be interpreted as described in BCP 14, RFC 2119
[ RFC2119] .
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1.2. Term nol ogy

Peer DAs (or Peers)
DAs that share one or multiple scopes are peers.

Peering Connection
A persistent connection (e.g., TCP) that provides reliable and
ordered transfers between two peers. The closing of a peering
connection term nates the peer rel ationship.

Mesh- enhanced DA ( VDA)
An MDA carries the "nmesh-enhanced" attribute keyword in its DA
Adverti senent (DAAdvert) message, naintains peering connections to
all peers, and properly interacts with peers.

Mesh- enhanced SA ( VBA)
An MSA uses the Mesh Forwardi ng extension (Section 4.3) when it
regi sters with MDAs.

Regi strati on Update
A registration update refers to a Service Registration (SrvReg) or
Servi ce Deregistration (SrvDeReg) nessage.

Regi stration State
A registration state refers to an entry in the registration
dat abase.

Accept DA
When a DA accepts a registration update froman SA the DA is the
accept DA for the update.

Accept Ti nestanp
The arrival tinmestanp of a registration update at its accept DA is
the accept tinestanp of the update. Al accept tinestanps
assi gned by the sanme DA MJUST be nonotonical ly increasing.

Ver si on Ti mest anp
When an MSA sends a registration update to an MDA, the MSA assigns
a version tinestanp to the update. Al version tinestanps
assi gned by the same MSA MUST be nonotonically increasing.

1.3. Conpatibility

nSLP is designed as a |ightwei ght enhancenent to SLPv2. It is
backward conpatible with SLPv2. nSLP defines two enhanced entiti es:
MDAs and MSAs. They can be depl oyed increnentally. An enhanced
entity supports extended operations w thout affecting its original
functionality as defined in RFC 2608 [ RFC2608]. For sinplicity and
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conpatibility, an enhanced entity works as a non-enhanced entity to
interact with non-enhanced entities. Table 1 summarizes all
i nteractions involving an MDA or MSA

Interaction Equi val ent To Defined In
MDA <--> MDA nsSLP

MDA <--> MBA nsSLP

MDA <--> DA DA <--> DA RFC 2608
MDA <--> SA DA <--> SA RFC 2608
MDA <--> UA DA <--> UA RFC 2608
MBA <--> DA SA <--> DA RFC 2608
MBA <--> UA SA <--> UA RFC 2608

Table 1. Interactions involving an MDA or MSA

2. Scope-based Fully-nmeshed Peering DA Architecture

(X,y)

o m e m e e e e e e e e e e e e e e e e e e e e e e e +

| S + |

I | MDA (z) | I

| S + |

I | (2) I
S + (y) S + (y) S +
| MDAL (x,y) | ---------- | MDA3 (y,z) | ---------- | MDAZ (x,y) |
R + R + R +

Figure 1. A scope-based fully-neshed peering DA architecture

nSLP enpl oys a scope-based full y-neshed peering DA architecture. For
each scope, all MDAs that serve the scope forma fully-neshed peer
rel ationship. Figure 1 shows an exanple for four MDAs and three
scopes (X, y, and z). Note that a single peering connection is
needed between two peers for exchanging all service registrations in
their shared scopes.

This architecture enhances SLP DA services. First, it inproves the
consi stency anpong peer DAs by automatically reconciling inconsistent
states anmong them Second, it enables newly booted and rebooted MDAs
to catch up on all new registrations at once fromtheir peers, purely
t hrough DA interaction, w thout involving SAs.

This architecture also sinplifies SA registrations. 1In SLPv2, an SA
needs to discover and register with all existing DAs in its scopes,
and re-regi ster when new DAs are discovered or old DAs are found to
have rebooted. In nSLP, for all MDAs, an MSA only needs to di scover
and register with a sufficient nunber of them such that the union of
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their scopes covers its scopes; the registrations will then be
propagated automatically to other MDAs in the registration scopes.
For example, in Figure 2, MSAlL only needs to discover and register
with MDA2, or with both MDA1 and MDAS.

(option2) +------------ + (option2)

A T | MSALl (X,y) | ----------------- +

| S + |

| | (optionl) |

\% \% \%
NS, + Fomm e oo oo oo - + S, +
| MDAL (x) | ----------- | MDA2 (x,y) | ------ee--- | MDA3 (y) |
NS, + Fomm e oo oo oo - + S, +

Figure 2. Options for registering with MDAs

Furthernmore, this architecture provides scaling advantages. Consider
a scope that has N SAs and M DAs, and assune N > M>= 2. Al though
nSLP and SLPv2 need the same nunber of SLP nessages to distribute
regi strations fromN SAs to M DAs, nSLP can reduce the nunber of
agents needed for taking care of registration distribution, and
reduce the nunmber of TCP connections needed if each SA uses TCP for
its registrations. Mdre specifically, the agents that need to take
care of registration distribution are all N SAs in SLPv2, but only M
DAs in nSLP. Also, the nunber of needed TCP connections is N Min
SLPv2 as each SA has to connect with each DA and register, but only
N+M(M1)/2 in nSLP as each SA only needs to connect to one
contacting DA of a full nmesh of M node and register, then

regi strations are propagated through the DA nesh. For N=100 and
M=10, SLPv2 needs 1000 TCP connections, but nSLP only needs 145 such
connecti ons.

Note that as nSLP enpl oys full-nmesh topol ogy, which is mainly for
sinplicity and reliability, it cannot scale to a |l arge nunber of MDAs
in a single mesh. |In general, nSLP can be applied if the nunber of
MDAs in a nmesh is on the order of tens or below. One way to avoid
having a | arge nunber of MDAs in a mesh is to split the scope into
several finer scopes. For exanple, if we have N MDAs for scope "Xx",
and Nis too large, then we can split "x" into two finer scopes:

"x-1" and "x-2", with N1 MDAs for "x-1" only, N2 MDAs for "x-2" only,
N3 MDAs for both "x-1" and "x-2", and N1+N2+N3=N. Thus, instead of
having a large full nesh of size N, we now have two snaller ful
nmeshes of size N1+N3 and N2+N3, respectively. Accordingly, a service
registration that previously targets for scope "x", now needs to be
regi stered under both "x-1" and "x-2".
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3. Peer Rel ationshi p Managenent
3.1. Learning about New Peers

An MDA can | earn about new peers via static configuration, DHCP

[ RFC2610], and DAAdvert multicast and unicast. |In any case, an MDA
MJST get a peer’s DAAdvert before establishing a peer relationship to
t he peer.

3.2. Establishing a Peering Connection

After getting a new peer’s DAAdvert, an MDA establishes a peering
connection (if such a connection does not exist yet) to the peer, and
sends its DAAdvert via the connection (Figure 3). An MDA can
identify a peering connection initiated by a peer by receiving the
peer’s DAAdvert fromthe connection. Normally, a single peering
connection is set up between two peers, but there is a snall
possibility that a pair of peering connections mnight be created
between two peers if they try to initiate a connection to each other
at alnost the sane tinme. Thus, when an MDA identifies a new peering
connection initiated by a peer, it SHOULD check whether it has
initiated another peering connection to the peer. |If this is the
case, and it has a | ower-nunbered |IP address than the peer, then the
MDA SHOULD term nate the connection it has initiated.

oo + (1) MDA2's DAAdvert | oo +
| R O + | |
| MDAL | (2) Create a Peering Connection | MDA2 |
| | > | |
oo + (3) MDA1's DAAdvert oo +

Figure 3. Establishing a peering connection
3.3. Exchanging Informati on about Existing Peers

After establishing a peering connection, two peers (say, MDAl and
MDA2) exchange information about their existing peers by forwarding
peers’ DAAdverts via the peering connection (Figure 4). MDAl wll
forward the DAAdvert of a peer (say, MDA3) to MDA2 if:

(1) MDA3 shares scopes with MDA2, and

(2) MDA3 is an active peer of MDAl (i.e., there is a peering
connection between MDA3 and MDAl) or an accept DA for
regi strations currently maintai ned by MDAl (i.e., MDAl
has registrations originally accepted by MDA3).
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MDA2 operates simlarly. Note that all DAAdverts can be sent as one
TCP stream for efficiency. Exchanging information about existing
peers enables an MDA to | earn about new peers increnentally.

- - + DAAdverts of MDA1l's existing peers +o----- +
| | > | |
| MDAL | (Peering Connection) | NMDA2 |
| | | |
- - + DAAdverts of MDA2's existing peers +o----- +

Fi gure 4. Exchanging information about existing peers

3.4. Maintaining a Peer Relationship

oo + MDA1l' s DAAdvert oo +
| | > | |
| MDAL | (Peering Connection) | MDA2

| | | |
oo + MDA2' s DAAdvert oo +

Figure 5. Miintaining a peer relationship

To detect failures (network partitions and peer crashes), nSLP uses a
heart - beat mechanism An MDA sends its DAAdvert to peers (Figure 5)
every CONFI G_DA KEEPALI VE seconds. The timeout value for this
nmessage i s CONFI G_ DA TI MEQUT seconds (Section 6).

3.5. Tearing Down a Peer Relationship

An MDA SHOULD tear down a peer relationship when it finds that the
peer has closed the peering connection, when it receives a DAAdvert
mul ticast fromthe peer with a DA statel ess boot tinmestanp set to O
(rmeaning that the peer is going to shutdown), or when it has not
received the peer’s DAAdvert for nore than CONFI G DA TI MEQUT seconds.

4. Registration Propagation Contro

4.1. Accept ID and Propagati on O der

When an MDA accepts a registration update froman MSA, the MDA
assigns a unique accept IDto the update. An accept |ID has two
conmponents: an accept DA URL and an accept tinmestanp. The accept
timestanp is a 64-bit integer representing elapsed m croseconds since
00: 00 Coordi nated Universal Tinme (UTC), January 1, 1900. Figure 6
shows the format for an accept ID entry. A registration state has
the same accept ID as that of the latest update applied to it.
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0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| Accept Ti nestanp |
T S o T s T T o S T il sl S T R S i i
| Accept Tinestanp, cont’d. |
T S o T s T T o S T il sl S T R S i i
| Length of Accept DA URL | Accept DA URL \
T S o T s T T o S T il sl S T R S i i

Figure 6. Accept ID entry

An MDA MUST propagate registrations in the increasing order of their
accept IDs, i.e., registrations having the sane accept DA MJST be
propagated in the increasing order of their accept tinmestanps. Note
that registrations having different accept DAs MAY be propagated in
any order.

4.2. Version Tinmestanp and Regi stration Version Resol ution

When regi strations are propagated anong MDAs, their arrival

ti mestanps at MDAs cannot be used for version resolution. For
exanpl e, assune that MSALl sends a registration (R1) to MDAl first,
and a new version of the sanme registration (R2) to MDA2 |ater. \When
Rl and R2 are propagated, the arrival tinestanp of RlL at MDA2 is
later than that of R2, but Rl SHOULD NOT overwite R2 at MDA2 as R2
is a newer version

NSLP resol ves registration versions using version tinmestanps. Wen
an MSA sends a registration update to an MDA, the MSA assigns a
version timestanp to the update. The version tinmestanp is a 64-bit

i nt eger representing el apsed m croseconds since 00:00 UTC, January 1,
1900. nBLP assunes that each registration is updated only by one SA
thus an MDA does not need to conpare version tinestanps from
different MSAs. An MDA installs a registration update if the update
has a newer version tinmestanp (froman MSA), or the update does not
have the Mesh Forwardi ng extension (froma non-MSA).

4.3. Mesh Forwardi ng Extension
The Mesh Forwardi ng (MeshFwd) extension carries a version timnmestanp
and an accept ID entry. Figure 7 shows its format and two defi ned
Forwardi ng | Ds (Fwd-1Ds).

The MeshFwd extension is used with a Srv(De) Reg nessage, but it can
only be used with a fresh SrvReg, or a conplete SrvDeReg
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0 1 2 3

01234567890123456789012345678901
T s T e i s S s (i S S Y S S
shFwd Extension ID = 0x0006 | Next Extension Ofset (NEO |
T s T e i s S s (i S S Y S S

+

i

+-
L

| NEO, cont’'d. | Fwd- | D | Ver si on Ti mest anp |
T S o T s T T o S T il sl S T R S i i
| Version Ti mestanp, cont’d. |
T S o T s T T o S T il sl S T R S i i
| Version Tinmestanp, cont’d. | Accept ID Entry \
T S o T s T T o S T il sl S T R S i i

Fwd- 1 D Abbr evi ati on
1 Rgst Fwd
2 Fwded

Figure 7. MeshFwd extension and its Fwd-IDs

An MSA uses the Rgst Fwd MeshFwd extension (Fwd-1D = Rgst Fwd, accept
timestanp = 0) in a Srv(De)Reg to explicitly request an MDA (the
accept DA) to forward the nessage.

An MDA uses the Fwded MeshFwd extension (Fwd-1D = Fwded, accept
timestanp !'= 0) in each Srv(De)Reg sent fromit to another MDA,
either forwarding a Srv(De)Reg received froman MSA (if the nessage
has the Rgst Fwd MeshFwd extension), or propagating a registration
state in its database.

4.4. Summary Vector

An MDA uses a sunmary vector to represent its received Srv(De)Reg(s)
that have a MeshFwd extension. This sunmary vector records the

| at est accept tinmestanp for each accept DA that appears in the
MeshFwd ext ension. For exanple, consider n MDAs for a scope, if MDA
has a sunmary vector as ((MDAl, T1), (MDA2, T2), ..., (NMDAn, Tn)),
then MDAIi has received all registrations originally accepted by NDA
up to tinestanmp Tj, where 1<=i,j <=n.

An MDA updates its sunmary vector when it receives a Srv(De)Reg that
has a MeshFwd extension. The MDA adds a new accept IDto its summary
vector if the Srv(De)Reg has a new accept DA; the MDA updates the
accept tinestanp of an existing accept IDin its sumary vector if
the Srv(De)Reg has an existing accept DA
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4.5. Service Deregistration

When an MDA receives a SrvDeReg that has a MeshFwd extension, it
SHOULD retain the corresponding registration in the database, and
mark it as deleted. This way, the registration will not appear in
any query reply, and an earlier SrvReg will not m stakenly cause the
registration to reappear in the database. A registration state will
be purged fromthe database when it expires.

4.6. Anti-entropy Request Message

The Anti-entropy Request (AntiEtrpRgst) nessage carries an anti-
entropy type ID and a |ist of accept ID entries. Figure 8 shows its
format and two defined anti-entropy type |Ds.

0 1 2 3

01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| Service Location Header (Anti EtrpRgst Function-1D = 12) |
T S o T s T T o S T il sl S T R S i i

| Anti-Entropy Type ID | Nunber of Accept ID Entries |
R e s o T i i i i S S SR S S e S S S
| Accept ID Entry 1 Accept ID Entry k \
R e s o T i i i i S S SR S S e S S S
Anti-Entropy Type Type ID
sel ective 1
conpl ete 2

Figure 8. Anti EtrpRgst nessage and anti-entropy types

The Anti EtrpRgst nmessage is used by an MDA to request new
regi stration states froma peer. The anti-entropy type is either

selective or conplete. |If the anti-entropy type is selective, only
regi stration states that have an accept ID greater than any specified
accept IDin the message are requested. |If the anti-entropy type is

conplete, all registration states that have an accept |ID greater than
any specified accept IDin the nessage or have an accept DA not
specified in the nmessage are requested.

For exampl e, consider three MDAs (NMDAl, MDA2, and MDA3) for a scope.
MDA2 has registration states originally accepted by MDAL, MDA2, and
MDA3. |If MDAL sends a selective Anti EtrpRgst to MDA2 using an accept
IDlist as ((MDA2, T2)), then MDAl only requests registration states
that are originally accepted by MDA2, and have an accept tinmestanp
greater than T2. |If MDAl sends a conplete Anti EtrpRgst to MDA2 using
an accept IDlist as ((MDA2, T2)), then MDAl requests all
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registration states originally accepted by MDAL and MDA3, plus those
originally accepted by MDA2 and havi ng an accept tinmestanp greater
than T2.

4.7. Anti-entropy

Anti-entropy is used for exchanging initial registration states when
two peers recognize each other for the first tine, and for updating
new regi stration states after failures.

When an MDA receives an Anti EtrpRgst froma peer, it sends the
requested new registration states in the increasing order of their
accept IDs. At last a Service Acknow edgnent (SrvAck) nessage is
sent to indicate that the processing of a correspondi ng Anti EtrpRgst
has been conpleted (Figure 9). A newregistration state is sent as a
fresh SrvReg with its remaining lifetinme. A newy deregistered state
is propagated as a SrvDeReg. Note that nultiple Srv(De)Reg(s) can be
sent as one TCP stream for efficiency.

Foe---- + Ant i Et r pRgst Fo----- +
| | > | |
| MDAL | (Peering Connection) | MDA2 |
| | S | |
- - + New States via Srv(De)Reg(s) + SrvAck o +

Figure 9. Anti-entropy via AntiEtrpRgst, Srv(De)Reg(s) and SrvAck

4.8. Direct Forwarding

Foe---- + SrvAck Fo----- + +o----- +
Figure 10. Direct forwarding of a Srv(De)Reg

After sending all new registration states accepted by itself to a
peer (via anti-entropy), an MDA directly forwards newly received
regi stration updates from MSAs to the peer until a failure occurs.

In Figure 10, when a Srv(De)Reg is directly forwarded from MDAL to
MDA2, its Fwd-ID is set to Fwded, and its accept tinestanp is set to
its arrival tinestanp at MDAL. Note that a direct forwarding is
performed asynchronously: MDAl can send a SrvAck to MSALl before it
forwards the Srv(De)Reg to MDA2. Also note that the direct

forwardi ng of a Srv(De)Reg goes only one-hop fromits accept DA (say,
MDAl) to all MDA1l's peers that are in the registration scopes.
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4.9. SrvAck Message

According to [ RFC2608], a DA MJUST reply with a SrvAck to a Srv(De)Reg
when the nessage is received froman SA. However, an MDA SHOULD NOT
reply with a SrvAck to a Srv(De)Reg if the nessage is received froma
peer. This is for efficiency because peers exchange Srv(De)Reg
nmessages via reliable peering connections. Note that an MDA MJST
reply with a SrvAck to an Anti EtrpRgst.

4.10. Control Information

For each registration entry, an MDA naintains the follow ng control
i nformation: an accept ID (for registration propagation), a version
timestanp (for registration version resolution - rejecting previous
updates), and a deletion flag (deregistered or not).

For all registration entries, an MDA nmaintains a sumuary vector to
reflect its received registrations so far.

5. Summary

nSLP extends SLPv2 with three new definitions: a new attribute -
"mesh- enhanced" for DAAdvert, a new nessage extension - MeshFwd, and
a new nmessage type - Anti EtrpRgst.

A UA MAY prefer an MDA to a non-MDA since an MDA is nore likely to
reliably contain the conplete set of current service registrations
for the UA's scopes.

A non- MSA needs to discover and register with all DAs in its scopes.
It does not use the MeshFwd extension.

A non- MDA accepts Srv(De)Reg(s) from SAs. |t does not forward them

For all MDAs, an MSA only needs to discover and register with
sufficient nunber of them such that they cover its scopes. It uses
the MeshFwd extension when it registers with MDAs.

An MDA carries the "nesh-enhanced" attribute keyword in its DAAdvert.
It maintains a peer relationship to each peer. It accepts

regi strations from SAs and peers, propagates registrations via anti-
entropy and direct forwarding to peers.
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6.

10.

10.

Protocol Tining Defaults

I nterval Nane Def aul t Val ue Defined in
CONFI G_DA KEEPALI VE 200 seconds Section 3.4
CONFI G_DA _TI MEQUT 300 seconds Section 3.4

| ANA Consi der ati ons

The Mesh Forwardi ng (MeshFwd) extension | D, 0x0006, described in
Section 4.3, has been assigned by I ANA out of the SLP extension space
(RFC 2608, Section 9.1) reserved for "optional to inplenent”
extensions (i.e., the 0x0000- Ox3FFF range).

The function-ID of the Anti-entropy Request (AntiEtrpRgst) nessage
type, 12, described in Section 4.6, has been assigned by | ANA (RFC
2608, Section 15).

Security Considerations

nSLP uses standard SLPv2 authentication. First, an MDA SHOULD

aut henticate other MDAs before setting up a peer relationship with
them so as to prevent any nalicious MDA fromjoining the DA nesh.
Second, as a successful attack at an MDA may affect all MDAs in the
DA nmesh, an MDA SHOULD aut henti cate MSAs before accepting and
forwarding their Srv(De)Reg nessages to prevent illegitimte

nodi fication or elimnation of service registrations. Third, as an
MSA depends on the MDA with which it registers to forward its
Srv(De) Reg nessages, it SHOULD authenticate the MDA to avoid using a
mal i ci ous MDA
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