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1. The Internet-Standard Managenent Franework

For a detailed overview of the docunents that describe the current
I nt er net - St andard Managenent Franmework, please refer to section 7 of
RFC 3410 [ RFC3410] .

Managed objects are accessed via a virtual information store, ternmed
t he Managenent Information Base or MB. MB objects are generally
accessed through the Sinple Network Managenent Protocol (SNWP).
bjects in the MB are defined using the nechani sms defined in the
Structure of Managenent Information (SM). This nenp specifies a MB
nmodul e that is conpliant to the SMv2, which is described in STD 58,
RFC 2578 [ RFC2578], STD 58, RFC 2579 [RFC2579] and STD 58, RFC 2580

[ RFC2580] .

2. Definition of RMON

Renot e network nonitoring devices, often called nonitors or probes,
are instrunents that exist for the purpose of managi ng and/ or
nmonitoring a network. O ten these renote probes are stand-al one

devi ces and devote significant internal resources for the sole

pur pose of managi ng a network. An organization may enploy many of
these devices, up to one per network segnent, to manage its internet.
In addition, these devices nmay be used to manage a geographically
renote network such as for a network nmanagenent support center of a
service provider to nanage a client network, or for the centra
support organi zation of an enterprise to manage a renote site.
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When the work on the RMON docunents was started, this device-oriented
definition of RMON was taken quite literally, as RMON devices were
pur pose-built probes and dedicated to inplenenting the RMON M B

nodul es. Soon, cards were introduced that added RMON capability into
a network hub, switch or router. RMON al so began to appear as a
software capability that was added to the software of certain network
equi pnent, as well as software applications that could run on servers
or clients. Despite the variety of these approaches, the RMON
capability in each serves as a dedi cated network managenment resource
avail able for activities ranging fromlong-termdata collection and
analysis or for ad-hoc firefighting.

I n the beginning, nost, but not all, of RMON' s capabilities were
based on the prom scuous capture of packets on a network segment or
segnents. Over tine, that mixture included nore and nore
capabilities that did not depend on prom scuous packet capture.

Today, sone of the newest docunents added to the RMON framework all ow
mul ti pl e techni ques of data gathering, where prom scuous packet
capture is just one of several inplenmentation options.

3. Coals of RMON
o Ofline Operation

There are sonetinmes conditions when a managenent station wl|
not be in constant contact with its renote nonitoring devices.
This is sonmetinmes by design in an attenpt to | ower

comuni cati ons costs (especially when communi cati ng over a WAN
or dialup link), or by accident as network failures affect the
conmuni cati ons between the managenent station and the probe.

For this reason, RMON all ows a probe to be configured to
perform di agnostics and to collect statistics continuously,
even when conmuni cation with the nanagenent station nay not be
possible or efficient. The probe nmay then attenpt to notify

t he managenment station when an exceptional condition occurs.
Thus, even in circunstances where conmuni cati on between
managenent station and probe is not continuous, fault,
performance, and configuration information may be conti nuously
accumul at ed and conmuni cated to the managenent station
conveniently and efficiently.

0o Proactive Mnitoring
G ven the resources available on the nonitor, it is potentially
hel pful for it to continuously run diagnostics and to | og

network performance. The nonitor is always available at the
onset of any failure. It can notify the nmanagenent station of

Wal dbusser, et al. I nf or mat i onal [ Page 3]



RFC 3577 I ntroduction to RVON August 2003

the failure and can store historical statistical information
about the failure. This historical information can be played
back by the nanagenent station in an attenpt to performfurther
di agnosis into the cause of the problem

0 Problem Detection and Reporting

The nmonitor can be configured to recognize conditions, nost
notably error conditions, and to continuously check for them
When one of these conditions occurs, the event may be | ogged,
and managenent stations may be notified in a nunber of ways.

o Val ue Added Dat a

Because a renote nonitoring device represents a network
resource dedi cated exclusively to network managenent functions,
and because it is located directly on the nonitored portion of
the network, the renpte network nonitoring device has the
opportunity to add significant value to the data it coll ects.
For instance, by highlighting those hosts on the network that
generate the nost traffic or errors, the probe can give the
managenent station precisely the information it needs to sol ve
a class of problens.

o Miltiple Managers

An organi zation may have nultipl e managenent stations for
different units of the organization, for different functions
(e.g., engineering and operations), and in an attenpt to
provi de di saster recovery. Because environments with rmultiple
managenent stations are common, the renote network nonitoring
device has to deal with nore than one managenent station
potentially using its resources concurrently.

i RMON Docunent s

The RMON Franmework includes a nunber of docunents. Each docunent
that nakes up the RMON franework defines sone new useful behavior
(i.e., an application) and nmanaged objects that configure, control
and nmonitor that behavior. This section |lists those docunents and
descri bes the role of each.

One of the key ways to differentiate the various RMON M B nodules is
by noting at which |ayer they operate. Because the RMON M B nodul es
take neasurenments and present aggregates of those neasurenents, there
are 2 criteria to quantify for each M B:
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1. At which layers does the MB take neasurenents?

For example, the RMON M B neasures data-link layer attributes
(e.g., packets, bytes, errors), while the APM M B neasures
application layer attributes (e.g., response tine). Supporting
nmeasurenment at higher layers requires analysis deeper into the
packet and many application |ayer neasurenents require stateful
fl ow anal ysi s.

2. At which |ayers does the M B aggregate neasurenents?

This criteria notes the granularity of aggregation. For
exanple, the RMON M B aggregates its neasurenents to the |ink
har dwar e address, or hardware address pair - all data-link
concepts. In contrast, the RMONN2 M B takes the sanme data-Ilink
nmetrics (packets, bytes, errors) and aggregates them based on
networ k address, transport protocol, or application protocol.

Note that a M B may take neasurenents at one |evel while aggregating
at different levels. Also note that a MB may function at nmultiple
levels. Figure 1 and Figure 2 show the neasurement |ayers and
aggregation | ayers for each MB.

Measur enment Layers

Dat a Li nk Net wor k Transport Appl i cation
Layer Layer Layer Layer

RVON- 1
TR- RMON
RMON- 2
SMON
| FTopN
HCRVON
APM X
TPM X

XXX X X X

Figure 1
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Aggr egati on Layers

Dat a Li nk Net wor k Transport Appl i cation
Layer Layer Layer Layer
RVON- 1 X
TR- RMON X
RVON- 2 X X X
SMON X
| FTopN X
HCRVON X
APM X X X
TPM X X X
Figure 2

4.1. RVON1

The RMON-1 standard [ RFC2819] is focused at |ayer 2 and provides
link-layer statistics aggregated in a variety of ways. |In addition
it provides the generation of alarns when thresholds are crossed, as
well as the ability to filter and capture packet contents. The
conmponents of RMON-1 are:

The Ethernet Statistics G oup

The ethernet statistics group contains statistics nmeasured by
the probe for each nonitored Ethernet interface on this device.

The History Control G oup

The history control group controls the periodic statistical
sanpling of data fromvarious types of network nedia.

The Et hernet History G oup

The ethernet history group records periodic statistical sanples
froman ethernet network and stores themfor later retrieval

The Al arm Group

The al arm group periodically takes statistical sanples from
variables in the probe and conpares themto previously
configured thresholds. |If the nonitored variable crosses a
threshold, an event is generated. A hysteresis nmechanismis
inplenmented to limt the generation of alarnms.
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The Host G oup

The host group contains statistics associated with each host

di scovered on the network. This group discovers hosts on the
network by keeping a list of source and destination MAC
Addresses seen in good packets prom scuously received fromthe
net wor k.

The Host TopN G oup

The host TopN group is used to prepare reports that describe the
hosts that top a list ordered by one of their statistics. The
avail abl e statistics are sanples of one of their base
statistics over an interval specified by the nmanagenent

station. Thus, these statistics are rate based. The
managenent station also selects how many such hosts are
reported.

The Matrix G oup

The matrix group stores statistics for conversations between
sets of two MAC addresses. As the device detects a new
conversation, it creates a newentry in its tables.

The Filter G oup

The filter group allows packets to be matched by a filter
equation. These matched packets forma data streamthat may be
captured or nay generate events.

The Packet Capture G oup

The Packet Capture group all ows packets to be captured after
they flow t hrough a channel

The Event Group

The event group controls the generation and notification of
events fromthis device.

4.2. Token Ring Extensions to RMON M B

Sone of the functions defined in the RMONN1 M B were defined specific
to Ethernet nedia. |In order to operate the functions on Token Ri ng
Medi a, new objects needed to be defined in the Token Ri ng Extensions
to RMON M B [RFC1513]. In addition, this MB defines additiona

obj ects that provide nmonitoring functions unique to Token Ri ng.
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The conponents of the Token Ring Extensions to RMON M B are:
The Token Ring Statistics G oups

The Token Ring statistics groups contain current utilization
and error statistics. The statistics are broken down into two
groups, the Token R ng Mac-Layer Statistics Goup and the Token
Ri ng Prom scuous Statistics Goup. The Token Ring Mac-Layer
Statistics Goup collects information fromthe Mac Layer
including error reports for the ring and ring utilization of
the Mac Layer. The Token Ring Prom scuous Statistics Goup
collects utilization statistics fromdata packets coll ected
prom scuousl y.

The Token Ring History Groups

The Token Ring History Groups contain historical utilization
and error statistics. The statistics are broken down into two
groups, the Token R ng Mac-Layer Hi story Goup and the Token
Ri ng Prom scuous Hi story G oup. The Token Ri ng Mac- Layer

H story Group collects information fromthe Mac Layer,
including error reports for the ring and ring utilization of
the Mac Layer. The Token Ring Prom scuous H story G oup
collects utilization statistics fromdata packets coll ected
prom scuousl y.

The Token Ring Ring Station G oup
The Token Ring Ring Station G oup contains statistics and
status information associated with each Token Ring station on
the local ring. |In addition, this group provides status
information for each ring being nonitored.

The Token Ring Ring Station Order G oup

The Token Ring Ring Station Order G oup provides the order of
the stations on nonitored rings.

The Token Ring Ring Station Config G oup
The Token Ring Ring Station Config G oup manages token ring
stations through active neans. Any station on a nonitored ring

may be renoved or have configuration infornmation downl oaded
fromit.

Wal dbusser, et al. I nf or mat i onal [ Page 8]



RFC 3577 I ntroduction to RVON August 2003

The Token Ring Source Routing G oup
The Token Ring Source Routing G oup contains utilization
statistics derived fromsource routing information optionally
present in token ring packets.
4.3. The RMON-2 M B

The RMON-2 M B [ RFC2021] extends the architecture defined in RVON 1,
primarily by extending RMON anal ysis up to the application |ayer.

The conponents of the RMON-2 M B are:

The Protocol Directory G oup
Every RMON-2 inplenmentation will have the capability to parse
certain types of packets and identify their protocol type at
multiple levels. The protocol directory presents an inventory
of those protocol types the probe is capable of nonitoring, and
all ows the addition, deletion, and configuration of protocol
types in this list.

Protocol Distribution Goup
This function controls the collection of packet and octet
counts for any or all protocols detected on a given interface.
An NVB can use this table to quickly deternine bandwi dth
allocation utilized by different protocols.

Addr ess Mappi hg G oup
This function lists MAC address to network address bindi ngs
di scovered by the probe and on which interface they were | ast
seen.

Net wor k Layer Host G oup

This function counts the anmount of traffic sent fromand to
each network address discovered by the probe.

Net wor k Layer Matrix G oup

This function counts the anmount of traffic sent between each
pair of network addresses discovered by the probe.
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Application Layer Host G oup

This function counts the anount of traffic, by protocol, sent
fromand to each network address di scovered by the probe.

Application Layer MatriXx

This function counts the anount of traffic, by protocol, sent
bet ween each pair of network addresses discovered by the probe.

User History

This function allows an NM5 to request that certain variabl es
on the probe be periodically polled and for a tine-series to be
stored of the polled values. This builds a user-configurable
set of variables to be nmonitored (not to be confused with data
about users).

Probe Configuration

This group contains configuration objects that configure many
aspects of the probe, including the software downl oaded to the
probe, the out of band serial connection, and the network
connecti on.

4.4, RMON M B Protocol ldentifiers

The RMON-2 M B identifies protocols at any |ayer of the 7 |ayer
hierarchy with an identifier called a Protocol ldentifier, or
Protocol ID for short. ProtocollDs also identify the particul ar
configuration of layering in use, including any arbitrary

encapsul ations. The RMON M B Protocol Identifiers docunment [RFC2896]
is a conmpani on docunent to the RMON-2 M B that defines a nunber of
wel | - known protocols. Another docunent, the RMON M B Protoco

I dentifiers Macros [ RFC2895], defines a macro format for the
description of these well-known protocols and others that may be
described in the future.

As the RMON Franework has grown, other docunents have been added to
the franework that utilize ProtocollDs.

4.5. Renpte Network Monitoring MB Extensions for Switched Networks
(SMON M B)

Swi t ches have becone pervasive in today’ s networks as a form of
broadcast nedia. SMON [ RFC2613] provides RMON-Iike functions for the
nmoni toring of sw tched networks.
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Swi tches today differ fromstandard shared nmedi a protocols because:

1) Data is not, in general, broadcast. This MAY be caused by the
switch architecture or by the connection-oriented nature of the
data. This neans, therefore, that nonitoring non-broadcast
traffic needs to be considered.

2) Mnitoring the multiple entry and exit points froma Swtching
devi ce requires a vast anmount of resources - nenory and CPU,
and aggregation of the data in |ogical packets of information,
determ ned by the application needs.

3) Switching incorporates |ogical segnentation such as Virtual
LANs ( VLANS).

4) Switching incorporates packet prioritization.

5) Data across the switch fabric can be in the formof cells.
Like RMON, SMON is only concerned with the nonitoring of
packet s.

Di fferences such as these nmake nmonitoring difficult. The SMON MB
provides the follow ng functions that help to manage switched
net wor ks:

snonVl anSt at s

This function provides traffic statistics per Virtual LAN for
802.1q VLANS.

snmonPri oSt ats

This function provides traffic statistics per priority |evel
for 802.1q VLANS

dat aSour ceCaps
This function identifies all supported data sources on a SMON
device. An NMS MAY use this table to discover the RMON and
Copy Port attributes of each data source.

port CopyConfi g
Many network switches provide the capability to make a copy of
traffic seen on one port and sending it out to another port for

managenent purposes. This occurs in addition to any copying
perfornmed during the normal forwardi ng behavior of the switch.
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The port CopyConfig function provides control of the port copy
functionality in a device.

4.6. RMON M B Extensions for Interface Parameters Monitoring (I FTOPN)

Many network switches contain hundreds of ports, nany with only one

attached device. A conmpn operation when managi ng such a switch is
to sort the interfaces by one of the paraneters (e.g., to find the

nost highly utilized interface). |If the switch contains nmany
interfaces it can be expensive and tinme consuning to downl oad
information for all interfaces to sort it on the NVMS. Instead, the

i fTopN M B [ RFC3144] allows the sorting to occur on the swi tch and
for only the top interfaces to be downl oaded.

4.7. RMON Extensions for Differentiated Services (DSMON M B)

This M B [ RFC3287] defines extensions of RMON for nonitoring the
traffic usage of Differentiated Services [ RFC2474] codepoi nt val ues.
The 6-bit DiffServ codepoint portion (DSCP) of the Type of Service
(TOS) octet in the I P header provides for 64 different packet
treatnents for the inplenentation of differentiated network devices.
DSMON- capabl e RMON probes col |l ect and aggregate statistics based on
the inspection of the DSCP val ue in nonitored packets.

The DSMON M B defines a DSCP counter aggregation nechanismto reduce
the total nunber of counters by configuring the agent to internally
aggregate counters based on the DSCP value. This nechanismis

desi gned to overcone the agent data collection limtation, perform
data reduction at the agent and applications level, and optim ze the
application for cases in which sone codepoint val ues are not used, or
lead to sinilar packet treatnment in the nonitored network domain.

The conponents of the DSMON M B are:
The Aggregate Control G oup

The Aggregate Control G oup enables the configuration of the
count er aggregation groups.

The DSMON Statistics Goup
The DSMON Statistics G oup contains per counter aggregation

group distribution statistics for a particular RMON data
sour ce.
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The DSMON Protocol Distribution G oup

The DSMON Protocol Distribution Goup reports per counter
aggregation distribution statistics for each application
protocol detected on a particular RMON data source.

The DSMON Host Group

The DSMON Host G oup contains host address distribution
statistics for each counter aggregation group, detected on a
particul ar RMON data source.

The DSMON Capabilities G oup

The DSMON Capabilities Group reports the DSMON M B functiona
capabilities of the agent inplenentation.

The DSMON Matrix G oup

The DSMON Matri x G oup contains host address pair distribution
statistics for each counter aggregation group, detected on a
particul ar RMON data source.

4.8. RMON for Hi gh Capacity Networks (HCRMON M B)

This M B [ RFC3272] defines extensions to RMON for use on high
capacity networks. Except for the nedial ndependent Tabl e, each of the
tables in this MB adds high capacity capability to an associ at ed
table in the RMONN1 MB or RMON-2 M B.

The nedi al ndependent Tabl e provi des nedi a i ndependent utilization and
error statistics for full-duplex and hal f-duplex nmedia. Prior to the
exi stence of the HCRMON M B, a new table needed to be created for
RMON rmoni toring of each data-link layer nmedia. These tables included
many statistical attributes of the nedia, including packet and oct et
counters that are independent of the nedia type. This was not

opti mal because there was no way to nonitor nedia types for which a
nmedi a- specific table had not been defined. Further, there were no
comon objects to nonitor nedia-independent attributes between nedi a

t ypes.

In the future, for media other than ethernet and token ring, the
nmedi al ndependent Table will be the source for nedi a-i ndependent
statistics. Additional nedia-specific tables may be created to
provide attributes unique to particular nedia, such as error
counters.
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4.9. Application Performance Measurenment M B (APM M B)

The APM M B [ APM provides analysis of application performance as
experienced by end-users.

Application performance neasurenment neasures the quality of service
delivered to end-users by applications. Wth this perspective, a
true end-to-end view of the IT infrastructure results, conbining the
performance of the application, desktop, network, and server, as well
as any positive or negative interactions between these conponents.

Despite all the technically sophisticated ways in which networking
and system resources can be neasured, human end-users perceive only
two things about an application: availability and responsi veness.

Avai lability - The percentage of the tinme that the application is
ready to give a user service.

Responsi veness - The speed at which the application delivers the
request ed service.

The APM M B includes the follow ng functions:

The APM Application Directory G oup
The APM Application Directory group contains configuration
obj ects for every application or application verb nonitored on
this system

The APM User Defined Applications G oup
The APM User Defined Applications G oup contains objects that
allow for the tracking of applications or application verbs
that are not registered in the protocol DirectoryTabl e.

The APM Report G oup

The APM Report Group is used to prepare regular reports that
aggregate application performance by flow, by client, by
server, or by application.

The APM Transaction G oup
The APM Transaction Group is used to show transactions that are

currently in progress and ones that have ended recently, along
with their responsiveness netric.
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One inportant benefit of this table is that it allows a
managenent station to check on the status of long-lived
transactions. Because the apnReport and apnException

mechani sns act only on transactions that have finished, a
networ k manager may not have visibility for sone tine into the
performance of |ong-lived transactions, such as stream ng
applications, large data transfers, or (very) poorly performng
transactions. In fact, by their very definition, the apnReport
and apnException mechani snms only provide visibility into a
probl em after nothing can be done about it.

The APM Exception G oup

The APM Exception Goup is used to generate i medi ate
notifications of transactions that cross certain thresholds.
The apnExceptionTable is used to configure which thresholds are
to be checked for which types of transactions. The

apmlransact i onResponsi venessAlarm notification is sent when a
transaction occurs with a responsiveness that crosses a

t hreshol d.

The apmilransacti onUnsuccessful Alarmnotification is sent when a
transaction, for which exception checking was configured,
fails.

The APM Notification G oup

The APM Notification Goup contains 2 notifications that are
sent when thresholds in the APM Excepti on Tabl e are exceeded.

4.10. RMON M B Protocol Identifier Reference Extensions

The protocol identifier defined in RMON-2 [ RFC2021] can identify any
protocol at any layer and its encapsul ation. The protocol identifier
macr o docunent [ RFC2896] defines a conveni ent human readabl e and
machi ne parseable format for docunmenting well-known protocols.

For the nost part, the protocol identifiers used by RMON2

i mpl enent ati ons have descri bed protocols at any |layer, including the
application | ayer, but have not gone any deeper into the application.
In order to differentiate an application s behavior while performng
different tasks (logging in vs. downl oadi ng, for exanple), it is

i nportant to have a separate protocol identifier for each application
"verb". The macro defined in [ RFC2896] is inconvenient for defining
application verbs because it assunes that nost protocols are
identified by an integer type field and nany or nost applications use
ot her means for identifying verbs, including character strings.
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These extensions define another macro for defining application verbs
that are children of an application. The parent application can be
defined with the original protocol identifier macro and the
application verbs are defined with the new macro.

4.11. Transport Performance Metrics M B (TPM M B)

The TPM M B [TPM nonitors sel ected performance netrics and
statistics derived fromthe nonitoring of network packets and sub-
application level transactions. The MB is defined to conplinent the
APM reports by providing a "drill-down’ capability to better
under st and sel ected applications’ perfornance. The netrics are
defined through reference to existing | ETF, I TU and ot her standards
organi zations’ docunents. The nonitoring covers both passive and
active traffic generation sources.

The TPM M B i ncludes the follow ng functions:
The tpnCapabilities G oup

The tpmCapabiliti esG oup contains objects and tables that show
t he nmeasurenent protocol and netric capabilities of the agent.

The t pmAggr egat eReports G oup

The t pmAggr egat eReportsGoup is used to provide the collection
of aggregated statistical neasurenents for the configured
report intervals.

The tpnmCurrent Reports G oup

The tpnmCurrent ReportsGoup is used to provide the collection of
unconpl et ed nmeasurenents for the current configured report for
those transacti ons caught in progress. A history of these
transactions is also maintai ned once the current transaction
has conpl et ed.

The tpnmExcepti onReports G oup

The tpnExcepti onReportsGoup is used to link inmmediate
notifications of transactions that exceed certain threshol ds
defined in the apnExceptionGoup [APM. This group reports the
aggregat ed sub-application nmeasurenments for those applications
exceedi ng threshol ds.
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4.12. Synthetic Sources for Perfornmance Mnitoring MB (SSPM M B)

The Synthetic Sources for Performance Monitoring MB [ SSPM covers
the artificial generation of a) application-level, b) transport-
level, and c¢) link-level traffic for the purpose of nonitoring system
performance. There are situations where it is useful to be able to
control the generation of synthetic traffic when eval uating system
performance. There are other situations where system performance

eval uation can rely upon naturally generated application-Ievel
traffic, in which case one needs only nonitor existing traffic and

not instrunent synthetic traffic. The SSPM M B provides the ability
to configure and control the generation of this synthetic traffic.

4.13. RMON M B Extensions for High Capacity Al armns

There is a need for a standardi zed way of providing the sane type of
alarm threshol ding capabilities for Counter64 objects, as already

exi sts for Counter32 objects. The RMON-1 al arnifabl e obj ects and
RMON-1 notification types are specific to 32-bit objects, and cannot
be used to properly nonitor Counter64-based objects. Extensions to

t hese existing constructs are needed which explicitly support
Count er 64- based objects. These extensions are conpletely independent
of the existing RMON-1 al arm nechani sns.

This M B [ RFC3434] contains the follow ng functions:
The hcAl ar nCont r ol Qbj ects group

Controls the configuration of alarnms for high capacity MB
obj ect instances.

The hcAl armCapabi lities group

Descri bes the high capacity alarm capabilities provided by the
agent .

The hcAl armNoti fications group

Provides new rising and falling threshold notifications for
hi gh capacity objects.

4.14. Real-Tinme Application Quality of Service Mnitoring
(RAQVON) M B

There is a need to extend the RMON framework to nonitor end devices
such as | P phones, pagers, Instant Message Cients, nobile phones,

and PDA devices. This nmenp proposes an extension of RMON Framewor k
to allow Real -tinme Application QS information of these types of end
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devices to be retrieved with SNWP, independent of the technol ogy used
to performthe neasurenents. An end-to-end user experience of the
quality of service (QS) and perfornance for such an application is a
conbi nati on of device performance, transport network performance and
speci fic application context.

RAQVON [ RAQVON- FRAMEWORK] defines a conmon framework to identify a
set of application QS paraneters and a reporting nechani smusing a
comon protocol data unit (PDU) fornmat used between a RAQVON Dat a
Source (RDS) and a RAQVON Report Collector (RRC) to report QOS
statistics using RTCP and SNVP as underlying transport protocol.

See the RAQVON M B [ RAQVON-M B] for nore infornation about its
conponents.

5.  RMON Franewor k Conponent s

The coll ection of docunents in the RMON Franework are associ ated by
1) A common purpose and simlar collection nethodol ogi es; and, 2) Use
of common infrastructure conmponents.

These common infrastructure conponents are:

- Medi al ndependent Tabl e
- Protocol Directory

- appDrectory

- DataSource

- Capabilities

- Control Tables

5.1. Medi al ndependent Tabl e

Whil e many data-link nmedia types exist and they each have uni que
features, there are nmany statistics that are conmon across nost

medi a. For exampl e, counts of packets and octets are interesting for
nost nmedia. The nedia i ndependent table contains the nost conmon
such statistics and forms a super class fromwhich specific interface
types are inherited. This means that the commobn statistics can be
monitored even for nedia types that are unknown.

For example, if the medi ai ndependent Tabl e had exi sted prior to the
definition of the etherStatsTable, the etherStatsTable could have
omtted the etherStatsDropEvents, etherStatsOctets, etherStatsPkts
obj ect s.

The Medi a I ndependent Table is defined in the Hi gh Capacity RMON M B
[ RFC3434] .
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5.2. Protocol Directory

The second of the RMON infrastructure conmponents is the Protoco
Directory Goup defined in the RMON-2 M B [RFC2021]. The main
objective of RMON-2 was to extend the renpote network nonitoring
agents capabilities beyond the link |layer to higher |evel protocol
monitoring. This required a neans to globally identify individual
protocol encapsulations. This capability is provided by the Protocol
Directory Goup, specifically the protocolDirID found in the
protocol DirTable in the RMON-2 M B.

The Protocol Directory allows the agent to provide an inventory of
the protocols that the agent can decode, count, categorize and ti me.
The directory and its objects are designed to allow for the addition,
del etion and configuration of the protocol encapsulations in the
directory list. Protocol Directory entries are identified primarily
by an object called the protocolDirID. The protocolDirIDis a
hierarchically formatted OCTET STRING that globally identifies

i ndi vi dual protocol encapsul ations. A protocol descriptor nacro has
been defined in RFC 2895 [ RFC2895] to describe the various protocol

| ayers supported in the protocol DirlD protocol hierarchy. The
protocolDirIDis defined as a tree built up from successive protoco
encapsul ations. Each layer is identified by a 4-octet identifier
that identifies the child protocol within the context of the parent
protocol identified by the preceding identifiers.

Associated with each protocol layer in the protocolDirIDis a 1-octet
paraneter field. Each paraneter identifies potential options
specific to that protocol, such as the agent’s capability to count
fragment ed packets correctly and to track sessions for port napped
protocols, e.g., TFTP. These 1-octet paraneter fields are
concatenated, in order, in the protocol Di rParaneters object.

The protocol DirTabl e index is conprised of the protocolDirlD, the
protocol DirParanmeters and their associated length fields. The index
format is shown in Figure 3.

T T +
| c! | ¢! protocolDr |
| n! protocolDirlD | n! Paraneters |
| t ! | t! I
T T +

Figure 3: the protocol Dir Tabl e | NDEX format.
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An exanpl e protocol Di r Tabl e | NDEX for SNMP over UDP over |P over
Et hernet is:

16.0.0.0.1.0.0.8.0.0.0.0.17.0.0.0.161.4.0.0.0.0

c ether2 ip udp snnp c param
Cc = 1-subidentifier count field

Figure 4: A protocol DirTabl e | NDEX exanpl e for
SNVP over UDP over |P over Ethernet.

The set of defined protocol |ayers currently described is found in
RFC 2896 [ RFC2896]. RFC 2895 [ RFC2895] defines a process for

subm tting new protocols to add to the currently defined set.
Periodi c updates to RFC 2896 will be published to incorporate new
protocol definitions that have been submitted. In fact, RFC 2896 is
t he second version of the defined protocol nacros, obsoleting RFC
2074 [ RFC2074]. RFC 2895 al so defines how to handl e protocol s that
do not map into this well-defined tree hierarchy built up from
encapsul ati on protocol identifiers. An exanple of such a protocol
encapsul ation is RTP, which is mapped to specific UDP ports through a
separate signaling mechanism These are handl ed by the ianaAssi gned
protocols, as described in RFC 2895.

The protocol DirTable is defined (and used) in the RMON-2 M B

[ RFC2021], and is being used in other RMON W M Bs, as well as other
| ETF defined MBs. Exanples include the APM MB [APM, the TPM M B
[TPM and the SSPM M B [ SSPM, .

As mentioned in previous sections, the protocolDirIDis being
extended in two ways. First, work is underway on a new set of
protocol descriptor macros to extend the protocol encapsul ati on nodel
to identify application |ayer verbs [RFC3395]. This extension was
notivated by the work on the APM M B and the TPM M B. Second, the
APM M B defines the apmAppDirectoryTabl e that provides a directory of
applications that the agent can process. This is discussed further
in the followi ng section. Conbined, these extensions allow

+ The APM M B to define and nonitor the end-user’s view of
appl i cati on perfornance.

+ The TPMMB to clearly specify the sub-transactions that

conprise the application it nmonitors through the
t pmiransMetri cDir Tabl e.
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+ The SSPM M B to generate synthetic application transactions by
i nporting the appLocal | ndex fromthe APM M B.

5.3. Application Directory and applLocal | ndex

APM TPM and rel ated applications collect certain types of statistics
for each application or application verb they are decoding. Sone
applications and application verbs are defined in the protocol
directory and thus get their own protocol I D and a correspondi ng
protocol DirLocal I ndex. Qher application verbs are defined nore
dynamically by entries in the apnmHttpFilterTable or
apmJser Def i nedAppTabl e.  These dynanical ly defined applications do
not have protocolDirlD s assigned to them

The APM M B [ APM defines an inportant index called the
appLocal I ndex. For all application nonitoring in the APM and TPM

M Bs, applications are identified by integer values of the
appLocal I ndex. However, there is no single registry of applications
(as there is for protocols) because there are a few different
nmechani sns t hrough which an application nay be regi stered. For each
val ue of applLocal | ndex, a corresponding entry will exist in one of
several tables:

1. The protocol DirTable - Some val ues of appLocal | ndex correspond
to protocol DirLocal I ndex val ues assigned in the
protocol Dir Tabl e. Each of these corresponds to a protoco
defined by a protocol I D

2. The apnHttpFilterTable - Sonme val ues of appLocal | ndex
correspond to apnHttpFilterAppLocal i ndex val ues assigned in the
apmHttpFilter Tabl e. Each of these corresponds to an
application verb defined as a set of HITP transactions that
match a set of filters.

3. The apmJser Def i nedAppTabl e - Sone val ues of appLocal | ndex
correspond to index values of the apmJserDefi nedAppTable. Each
of them corresponds to an application or application verb
defined in a user-defined way.

Each val ue of appLocallndex will only be registered in one of these
tables. In effect, the appLocal | ndex nunber space is the union of
t hese nunber spaces, where these tables nust work together to avoid
assi gni ng overl appi ng (duplicate) appLocal | ndexes.

Each uni que appLocal Index value is also registered in the

apmAppDi rectoryTabl e, where a nunber of attributes of the application
may be confi gured.
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5. 4. Dat a Source

Most RMON functions use a DataSource as a pointer to the entity from
which data is to be collected. The DataSource is an object
identifier that identifies one of three types of data sources:

i flndex.<|>

Traditional RMON dataSources. Called 'port-based’ for
i fType.<I> not equal to 'propVirtual (53)'. <I>is the iflndex
val ue.

snmonVI anDat aSour ce. <V>

A dataSource of this formrefers to a 'Packet-based VLAN and
is called a ' VLAN-based’ dataSource. <V>is the VLANID as
defined by the | EEE 802. 1Q standard. The value is between 1
and 4094 inclusive, and it represents an 802.1Q VLAN-ID with a
gl obal scope within a given bridged domai n, as defined by

802. 1Q

ent Physi cal Entry. <N>

A dataSource of this formrefers to a physical entity within
the agent and is called an 'entity-based dataSource. <N>is
t he val ue of the entPhysicallndex in the entPhysical Table.

5.5. Capabilities

Probe Capabilities objects have been introduced in the RMON M B
nmodul es with the goal of hel ping applications deternine the
capabilities of the different probes in the donain. These objects
use a BITS syntax (with the exception of sonme of the objects in the
TPM and SSPM M Bs), and list in an explicit manner the M B groups
supported by the probe, as well as functional capabilities of the
speci fic RMON agents. By reading the values of these objects, it is
possi bl e for applications to know which RMON functions are usabl e

wi t hout going through a trial-and-error process that can result in

| oss of tine and bandwidth in the operational flow. These objects
have the MAX- ACCESS of read-only, which defines their use as an

i ndi cation of what is supported by a probe, and not a nmeans to
configure the probe for operational nodes. An RMON agent SHOULD
initiate the capabilities objects at agent initialization and SHOULD
NOT nodify the objects during operation

The probeCapabilities object in the RMONN2 M B descri bes the
capabilities of probes that support RMON, Token-Ri ng RMON and RMON- 2.
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The snmonCapabilities object in the SMON M B descri bes the SMON-
specific capabilities of probes that support the SMON M B.

The dat aSour ceCapsTable in the SMON M B defines the capabilities of
the SMON data sources on probes that support the RMON M B.

The interfaceTopNCaps object in the Interface TopN M B defines the
sorting capabilities supported by an agent that supports the
I nterface TopN M B.

The dsnonCapabilities object in the DSMON M B provi des an indication
of the DSMON groups supported by an agent that supports the DSMON
M B.

The tpmCapabiliti esG oup contains objects and tables, which show the
nmeasurement protocol and netric capabilities of an agent that
supports the TPM M B.

The sspnCapabilitiesTabl e indicates whether a device supporting the
SSPM M B supports SSPM configuration of the correspondi ng
AppLocal | ndex.

The hcAl armCapabi lities object provides an indication of the high
capacity alarm capabilities supported by an agent that supports the
HC- Alarm M B

5.6. Control Tables

Due to the conplex nature of the available functions in the RMON M B
nodul es, these functions often need user configuration. In many
cases, the function requires paraneters to be set up for a data

coll ection operation. The operation can proceed only after these
paraneters are fully set up

Many functional groups in the RMON M Bs have one or nore tables in
which to set up control paraneters, and one or nore data tables in
which to place the results of the operation. The control tables are
typically read-wite in nature, while the data tables are typically
read-only. Because the paraneters in the control table often
describe resulting data in the data table, many of the paraneters can
be nodified only when the control entry is invalid. Thus, the nethod
for nmodifying these paraneters is to invalidate the control entry,
causing its deletion and the deletion of any associated data entri es,
and then create a new control entry with the proper paraneters.

Del eting the control entry also gives a conveni ent nethod for
reclainng the resources used by the associ ated dat a.
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To facilitate control by multiple managers, resources have to be
shared anong the managers. These resources are typically the nenory
and conputation resources that a function requires.

Two facilities are used to ease cooperation between nultiple managers
as they create and use control tables. The first is the use of
EntryStatus or RowStatus objects that guarantee that two nanagers can
avoi d creating the same control entry. The second is the use of
Omer String objects in control tables that provides the foll ow ng
benefits:

1. Provides information to facilitate sharing of already existing
control entries instead of creating a new but identical entry.

2. Provides information to allow the ulti mte human owners of
control entries to identify each other so they can cooperate in
cases of conflict over resources.

3. Provides information to allow software to identify contro
entries that it owns but has forgotten about (e.g., due to a
crash or other error) so that it can re-use or free them

4. Provides information to all ow an administrator to nmake an
i nformed decision to override soneone else’s control entry when
circunstances make it necessary.

5. Provides information to identify control entries that are set
up automatically when the device starts up

See the RMON M B [ RFC2819] for further infornation on the use of
control tables, EntryStatus/RowStatus, and Omer Strings.

6. Relationship of the SSPMMB with the APM and TPM M Bs

Whil e APM and TPM may nonitor actual traffic generated by end-users
on the network, they may al so nonitor synthetically generated
traffic. The SSPM M B provi des a nechani smfor the generation of
synthetic traffic but no nmechanismfor nonitoring - the task of
monitoring the generated traffic is deferred to the APM and TPM M Bs.

Figure 5 shows an overvi ew of the conmponents of the SSPM M B
architecture, including the roles played by the APM and TPM M Bs.

The RMON docunents address the "Control -Level™ in this diagram and
sone aspects of the "Synchronization Control -Level". The underlying
"Instrunentation-Level” is inplenmentati on dependent and outside the

domai n of the RMON specifications.

Wal dbusser, et al. | nf or mat i onal [ Page 24]



RFC 3577 I ntroduction to RVON August 2003

o e e e oo oo oo +

R | Application |------------- +

| I + |

I I I

T + |
Synchroni zati on Control | |
T + |

I I I

V \Y \Y
S + S + SR +
| Traf fic Generation] | Monitoring Metrics| | Dat a Reducti on
| Cont r ol | | Cont r ol | | Control |
S + S + SR +

| ~ | » | »

| | | | | |

Vo Vi Vi
S + S + SRS +
| Traf fic Generation] | Monitoring Metrics| | Dat a Reducti on
| | nstrunment ati on| | I nstrunmentation| +-->|Instrunmentation|
o e e e e o oo o + o e e e e e oo o + | e +

Various |evels |
and span Fommmmmmaaas |

Reports
Figure 5: An SSPM Performance Monitoring System

It is the responsibility of the network managenent application to
coordinate the individual aspects of the performance nmanagenent
system

Wthin the APM TPM and SSPM set of RMON M B nodul es:

+ APMMB [APM is responsible for the aspects of the "Mnitoring
Metrics Control™ directly related to the end-user’s perceived
application-Ievel performance. The APM M B al so handl es
aspects of "Data Reduction Control" and "Reports". Finally,
when TPM M B relies upon the control tables in the APMMB for
its own control, then APMMB is providing sonme aspects of
"Synchroni zation Control" of the reports fromthese two M Bs.
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+ TPMMB [TPM is responsible for the aspects of the "Mnitoring
Metrics Control". TPM MB al so handl es aspects of "Data
Reduction Control"™ and "Reports" related to sub-application-
| evel transactions. Synchronization control with APMMB is
provided by opting to rely on the APM M B control tables within
the TPM M B.

+ SSPMMB [SSPM is responsible for the "Traffic Generation
Control" in the event that synthetic traffic is to be
nonitored. The other, nbst common, option is to nonitor
natural, user-generated traffic.

The "Monitor Metrics Control" is essentially hard-coded in the APM
MB. Wthinthe TPMMB, a netrics table is used to identify the
metrics nonitored within a specific inplenmentation of the TPM M B.
The "Data Reduction Control" is essentially hard-coded within the MB
structure of the APMMB and the TPM M B. These MBs strictly
specify the statistics to be reported within a set of report tables.

Both the TPM M B and the SSPM M B rely upon the APMMB's
appLocal I ndex to specify the application being nonitored or

generated. The APM M B provi des the end-user view of the application
perfornmance, e.g., the Wwois transaction time. The TPM M B, through
its tpnmlransMetricDirTable, identifies a set of sub-application |eve
transactions and their nmetrics, which are associated with the
application. E. g., an inplenmentation of the TPM M B could report the
DNS | ookup tinme, the TCP connect tinme (to the Whois Server), the
Whoi s Reqg/ Resp download tinme. The SSPM M B coul d be configured to
generate synthetically, these Whois transactions.

The testing nodel then is to first configure the traffic generation
i nstrunentation through the SSPM M B control function. This defines
aspects of the synthetic traffic such as application type, targets,
etc. Once the traffic generation is configured, the network
managenent application can setup the nonitoring instrumentation

t hrough the APM M B and TPM M B. These control the reporting
periods, the type of data aggregation, etc. Once the tests are
conpl ete, the network managenment application retrieves the reports
fromthe nmonitoring nmetrics control MBs, e.g., APMMB and TPM M B
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9. Security Considerations

Thi s docunent

is a description of existing docunents and as such it

does not have any security inpact. |In order to understand the
security-related issues of the different RMON docunents, the reader
is directed to the Security Considerations sections of the respective
docunent s.
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