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Abstract

Thi s docunent specifies the Path Conputation El ement (PCE)

Conmruni cati on Protocol (PCEP) for conmunications between a Path
Conputation Cient (PCC) and a PCE, or between two PCEs. Such

i nteractions include path conmputation requests and path conputation
replies as well as notifications of specific states related to the
use of a PCE in the context of Miltiprotocol Label Sw tching (MPLS)
and Ceneralized MPLS (GWLS) Traffic Engineering. PCEP is designed
to be flexible and extensible so as to easily allow for the addition
of further nmessages and objects, should further requirenments be
expressed in the future.
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1. Introduction

[ RFC4655] describes the notivations and architecture for a Path
Conput ati on El ement (PCE) based nodel for the conputation of

Mul ti protocol Label Switching (MPLS) and Generalized MPLS (GVPLS)
Traffic Engi neering Label Switched Paths (TE LSPs). The nodel allows
for the separation of PCE from Path Conputation dient (PCC, and

all ows for the cooperation between PCEs. This necessitates a

comuni cati on protocol between PCC and PCE, and between PCEs.

[ RFC4657] states the generic requirenents for such a protocol

i ncluding that the same protocol be used between PCC and PCE, and
between PCEs. Additional application-specific requirenents (for
scenari os such as inter-area, inter-AS, etc.) are not included in

[ RFC4657], but there is a requirenent that any solution protocol nust
be easily extensible to handl e other requirenents as they are

i ntroduced in application-specific requirenents docunents. Exanples
of such application-specific requirenments are [ RFC4927], [RFC5376],
and [ | NTER- LAYER] .

Thi s docunent specifies the Path Conputation El enment Protocol (PCEP)
for comuni cati ons between a PCC and a PCE, or between two PCEs, in
conpliance with [ RFC4657]. Such interactions include path
conmput ati on requests and path conputation replies as well as
notifications of specific states related to the use of a PCE in the
context of MPLS and GWLS Traffic Engi neering.

PCEP is designed to be flexible and extensible so as to easily allow
for the addition of further nessages and objects, should further
requi rements be expressed in the future.
1.1. Requirenents Language
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
2. Term nol ogy
The following term nology is used in this docunent.
AS: Aut ononpus System
Explicit path: Full explicit path fromstart to destination; nmade of
alist of strict hops where a hop may be an abstract node such as
an AS.

| GP area: OSPF area or |S-1S |evel
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Inter-domain TE LSP: A TE LSP whose path transits at |east two
di fferent dommi ns where a donmain can be an | GP area, an Aut ononobus
System or a sub-AS (BGP confederation).

PCC. Path Conputation Cient; any client application requesting a
path conmputation to be perforned by a Path Conputation El enent.

PCE: Path Conputation Elenent; an entity (conponent, application, or
network node) that is capable of conmputing a network path or route
based on a network graph and appl yi ng conput ati onal constraints.

PCEP Peer: An elenent involved in a PCEP session (i.e., a PCC or a
PCE)

TED: Traffic Engineering Database that contains the topol ogy and
resource information of the domain. The TED may be fed by I GP
extensi ons or potentially by other neans.

TE LSP: Traffic Engineering Label Sw tched Path.

Strict/loose path: A mix of strict and | oose hops conprising at
| east one | oose hop representing the destination where a hop may
be an abstract node such as an AS.

Wthin this docunment, when describing PCE- PCE conmuni cati ons, the
requesting PCE fills the role of a PCC. This provides a saving in
docunentati on without |oss of function.

The nmessage formats in this docunent are specified using Backus- Naur
Format (BNF) encoding as specified in [ RBNF].

3. Assunptions

[ RFC4655] describes various types of PCE. PCEP does not make any
assunption about, and thus does not inpose any constraint on, the
nature of the PCE

Moreover, it is assuned that the PCE has the required information
(usual 'y including network topol ogy and resource information) so as
to performthe conputation of a path for a TE LSP. Such information
can be gathered by routing protocols or by sonme other neans. The way
in which the information is gathered is out of the scope of this
docunent .

Simlarly, no assunption is made about the discovery nethod used by a

PCC to di scover a set of PCEs (e.g., via static configuration or
dynami ¢ di scovery) and on the algorithmused to select a PCE. For
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reference, [RFC4674] defines a |list of requirenents for dynam c PCE
di scovery and | GP-based sol utions for such PCE discovery are
specified in [ RFC5088] and [ RFC5089].

4. Architectural Protocol Overview (Mdel)

The aimof this section is to describe the PCEP nodel in the spirit
of [RFC4101]. An architectural protocol overview (the big picture of
the protocol) is provided in this section. Protocol details can be
found in further sections.

4. 1. Pr obl em

The PCE-based architecture used for the conputation of paths for MPLS
and GWPLS TE LSPs is described in [RFC4655]. Wen the PCC and the
PCE are not collocated, a conmunication protocol between the PCC and
the PCE is needed. PCEP is such a protocol designed specifically for
conmuni cati ons between a PCC and a PCE or between two PCEs in
conpliance with [ RFC4657]: a PCC nay use PCEP to send a path
comput ati on request for one or nore TE LSPs to a PCE, and the PCE may
reply with a set of conmputed paths if one or nore paths can be found
that satisfies the set of constraints.

4.2. Architectural Protocol Overview

PCEP operates over TCP, which fulfills the requirements for reliable
nmessagi ng and fl ow control w thout further protocol work.

Several PCEP nessages are defined:

0 Open and Keepalive nessages are used to initiate and maintain a
PCEP session, respectively.

0 PCReq: a PCEP nessage sent by a PCCto a PCE to request a path
conmput ati on.

0 PCRep: a PCEP nessage sent by a PCEto a PCCin reply to a path
comput ation request. A PCRep nmessage can contain either a set of
computed paths if the request can be satisfied, or a negative
reply if not. The negative reply may indicate the reason why no
pat h coul d be found.

o PCNtf: a PCEP notification nessage either sent by a PCC to a PCE
or sent by a PCEto a PCCto notify of a specific event.

o PCErr: a PCEP nessage sent upon the occurrence of a protocol error
condi tion.
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0 Cose nessage: a nessage used to close a PCEP session.

The set of available PCEs may be either statically configured on a
PCC or dynamically discovered. The nechani sns used to di scover one
or nore PCEs and to select a PCE are out of the scope of this
docunent .

A PCC may have PCEP sessions with nore than one PCE, and simlarly a
PCE may have PCEP sessions with nultiple PCCs.

Each PCEP nessage is regarded as a single transnission unit and parts
of nmessages MJST NOT be interleaved. So, for exanple, a PCC sending
a PCReq and wi shing to close the session, nust conplete sending the
request nessage before starting to send a Cl ose nessage.

4.2.1. Initialization Phase

The initialization phase consists of two successive steps (descri bed
in a schematic formin Figure 1):

1) Establishnment of a TCP connection (3-way handshake) between the
PCC and the PCE

2) Establishnment of a PCEP session over the TCP connecti on.

Once the TCP connection is established, the PCC and the PCE (al so
referred to as "PCEP peers") initiate PCEP session establishnent
during which various session paraneters are negotiated. These
paraneters are carried within Open nessages and include the Keepalive
timer, the DeadTinmer, and potentially other detailed capabilities and
policy rules that specify the conditions under which path conputation
requests may be sent to the PCE. |If the PCEP session establishnent
phase fails because the PCEP peers di sagree on the session paraneters
or one of the PCEP peers does not answer after the expiration of the
establishment tiner, the TCP connection is i mediately cl osed.
Successive retries are permitted but an inplenmentati on should rmake
use of an exponential back-off session establishnment retry procedure.

Keepal i ve nmessages are used to acknowl edge Qpen nessages, and are
used once the PCEP session has been successfully established.

Only one PCEP session can exi st between a pair of PCEP peers at any
one time. Only one TCP connection on the PCEP port can exist between
a pair of PCEP peers at any one tine.

Detail s about the Open nessage and the Keepalive nessage can be found
in Sections 6.2 and 6.3, respectively.
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+- +- + +- +- +
| P | PCE|
+- +- + +- +- +
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| I |

I \/ I

I I\ I

| R >

| / O

| <------ Keepal i ve

| e |

| Keepal i ve / |

EEREEEEE / |

I \/ I

I a I

[ <------ e >|

I I

Figure 1: PCEP Initialization Phase (Initiated by a PCC)

(Note that once the PCEP session is established, the exchange of
Keepal i ve nmessages is optional.)

4.2.2. Session Keepalive

Once a session has been established, a PCE or PCC may want to know
that its PCEP peer is still available for use.

It can rely on TCP for this information, but it is possible that the
renote PCEP function has failed w thout disturbing the TCP
connection. It is also possible to rely on the nechanisnms built into
the TCP inpl enentations, but these might not provide failure
notifications that are sufficiently tinely. Lastly, a PCC could wait
until it has a path conmputation request to send and could use its
failed transmission or the failure to receive a response as evi dence
that the session has failed, but this is clearly inefficient.

In order to handle this situation, PCEP includes a keepalive
mechani sm based on a Keepalive tiner, a DeadTiner, and a Keepalive
nessage.

Each end of a PCEP session runs a Keepalive tinmer. It restarts the
timer every tinme it sends a nmessage on the session. Wen the tiner
expires, it sends a Keepalive nmessage. Qher traffic may serve as

Keepal i ve (see Section 6. 3).
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The ends of the PCEP session also run DeadTiners, and they restart
the tinmers whenever a nessage is received on the session. |f one end
of the session receives no nessage before the DeadTi mer expires, it
decl ares the session dead.

Note that this neans that the Keepalive nessage is unresponded and
does not formpart of a two-way keepalive handshake as used in sone
protocols. Also note that the nechanismis designed to reduce to a
m ni nrum t he amount of keepalive traffic on the session

The keepalive traffic on the session nay be unbal anced according to
the requirements of the session ends. Each end of the session can
specify (on an Open nessage) the Keepalive tinmer that it will use
(i.e., howoften it will transnmit a Keepalive nessage if there is no
other traffic) and a DeadTinmer that it recommends its peer to use
(i.e., how long the peer should wait before declaring the session
dead if it receives no traffic). The session ends may use different
Keepal i ve tiner val ues.

The m ni mum val ue of the Keepalive tiner is 1 second, and it is
specified in units of 1 second. The recomended default value is 30
seconds. The tiner nay be disabled by setting it to zero.

The recomended default for the DeadTinmer is 4 tinmes the value of the

Keepal ive tiner used by the renote peer. This neans that there is

never any risk of congesting TCP with excessive Keepalive nessages.
4.2.3. Path Conputation Request Sent by a PCC to a PCE

-+ +
P

+— +
gl
@t

+— +

+— +

-+

-+
1) Path conputation |
event |
2) PCE Sel ection |
3) Path conputation |
request sent to |
the sel ected PCE |

---- PCReq nessage--->

e

Figure 2: Path Conputation Request

Once a PCC has successfully established a PCEP session with one or
nmore PCEs, if an event is triggered that requires the conputation of
a set of paths, the PCC first selects one or nore PCEs. Note that

t he PCE sel ection decision process may have taken place prior to the
PCEP session establishnent.
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Once the PCC has selected a PCE, it sends a path conputation request
to the PCE (PCReq nessage) that contains a variety of objects that
specify the set of constraints and attributes for the path to be
computed. For exanple, "Conpute a TE LSP path with source IP
address=x.y.z.t, destination |IP address=x".y .z .t’, bandw dt h=B
Miit/s, Setup/Holding priority=P, ...". Additionally, the PCC may
desire to specify the urgency of such request by assigning a request
priority. Each request is uniquely identified by a request-id nunber
and the PCC-PCE address pair. The process is shown in a schematic
formin Figure 2.

Note that multiple path conputation requests nay be outstanding from
a PCCto a PCE at any tine.

Detail s about the PCReq nessage can be found in Section 6.4.

4.2.4. Path Conmputation Reply Sent by The PCE to a PCC

+-+-+ +-+-+
| P | PCE|
+-+-+ +-+-+

---- PCReq nessage--->
| 1) Path conputation
| request received

2) Path successfully
comput ed
sent to the PCC

<--- PCRep nessage ---

I
I
|
| 3) Conputed paths
I
I
ep. |
(Positive reply) |

Figure 3a: Path Conputation Request Wth Successfu
Pat h Comput ati on
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+-+-+ - 4o+
| P PCE]|
+ +-+
I
I

+— +

-+

---- PCReq nessage--->
| 1) Path conputation
| request received

2) No Path found that
satisfies the request

+
I
I
I
I
I
I I
I I
I I
I I
| | 3) Negative reply sent to
| | the PCC (optionally with
| | various additi onal
| | i nf or mati on)
| <--- PCRep nessage ---|
| (Negative reply)
Figure 3b: Path Computation Request Wth Unsuccessfu

Pat h Comput ati on

Upon receiving a path conputation request froma PCC, the PCE
triggers a path conputation, the result of which can be either

(0]

Positive (Figure 3a): the PCE nanages to conpute a path that
satisfies the set of required constraints. 1In this case, the PCE
returns the set of conputed paths to the requesting PCC. Note
that PCEP supports the capability to send a single request that
requires the conputation of nore than one path (e.g., conputation
of a set of |ink-diverse paths).

Negative (Figure 3b): no path could be found that satisfies the
set of constraints. |In this case, a PCE may provide the set of
constraints that led to the path conputation failure. Upon
receiving a negative reply, a PCC nay decide to resend a nodified
request or take any other appropriate action.

Details about the PCRep nessage can be found in Section 6.5.

4.2.

Noti fication

There are several circunmstances in which a PCE may want to notify a
PCC of a specific event. For exanple, suppose that the PCE suddenly
gets overl oaded, potentially |eading to unacceptable response tines.
The PCE may want to notify one or nmore PCCs that sonme of their
requests (listed in the notification) will not be satisfied or may
experi ence unacceptabl e del ays. Upon receiving such notification,
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the PCC may decide to redirect its path conmputation requests to
anot her PCE should an alternate PCE be available. Sinmilarly, a PCC
may desire to notify a PCE of a particular event such as the
cancel | ati on of pending requests.

+-+-+ +-+-+
| P | PCE|
+-+-+ +-+-+

1) Path conmputation
event

2) PCE Sel ection

3) Path conputation
request X sent to

+

I

I

I

| ---- PCReq nessage--->

I
the sel ected PCE |

I

I

I

I

I

I

I

I

I

I

I

| 4) Path conputation
| request queued
I

I

I

I

I

I

5) Path conputation
request X cancelled
---- PCNtf nessage -->
6) Path conputation
request X cancelled

Figure 4: Exanple of PCC Notification (Cancellation Notification)
Sent to a PCE

+-+-+
| PCE|
+-+-+

+- +- +

| P

+- +- +

1) Path conmputation
event

2) PCE Sel ection

3) Path conputation
request X sent to

+

I

I

I

| ---- PCReq nessage--->

I
t he sel ected PCE |

I

I

I

I

I

I

I

I

I

4) Path conputation
request queued

5) PCE gets overl oaded

I
I
I
I
I
I
I
I
I
I
I
| 6) Path conputation

| request X cancelled
I
<--- PCNtf nessage----|

Figure 5: Exanple of PCE Notification (Cancellation Notification)
Sent to a PCC

Details about the PCNtf nmessage can be found in Section 6.6.
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4.2.6. Error

The PCEP Error nessage (also referred to as a PCErr nessage) is sent
in several situations: when a protocol error condition is met or when
the request is not conpliant with the PCEP specification (e.g.,
capability not supported, reception of a nessage with a nandatory

m ssi ng object, policy violation, unexpected nmessage, unknown request
ref erence).

+- +- + +- +- +

| PCC| | PCE]

+- +- + +- +- +
1) Path conputation |
event |
2) PCE Sel ection |

request X sent to | 4) Reception of a
the sel ected PCE | mal f or med obj ect

5) Request di scarded

-+
I
|
3) Path conputation |---- PCReq nessage--->
I
I
I
I
I
| <-- PCErr nessage -
I

Fi gure 6: Exanple of Error Message Sent by a PCE to a PCC
in Reply to the Reception of a Ml forned bject

Details about the PCErr nessage can be found in Section 6.7.
4.2.7. Term nation of the PCEP Session

When one of the PCEP peers desires to term nate a PCEP session it
first sends a PCEP C ose nessage and then cl oses the TCP connection
If the PCEP session is terninated by the PCE, the PCC clears all the
states related to pending requests previously sent to the PCE.
Simlarly, if the PCC terninates a PCEP session, the PCE clears al
pendi ng path computation requests sent by the PCC in question as well
as the related states. A Cose nessage can only be sent to terninate
a PCEP session if the PCEP session has previously been established.

In case of TCP connection failure, the PCEP session is inmediately
term nat ed

Details about the O ose nessage can be found in Section 6.8.
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4.2.8. Intermttent versus Pernmanent PCEP Sessi on

An inplenmentati on nmay decide to keep the PCEP session alive (and thus
the correspondi ng TCP connection) for an unlimted tinme. (For

i nstance, this may be appropriate when path conputati on requests are
sent on a frequent basis so as to avoid opening a TCP connection each
time a path conputation request is needed, which would incur
addi ti onal processing delays.) Conversely, in sonme other
circunstances, it nay be desirable to systematically open and cl ose a
PCEP session for each PCEP request (for instance, when sending a path
conmputation request is a rare event).

5. Transport Protocol

PCEP operates over TCP using a registered TCP port (4189). This
allows the requirenents of reliable nmessaging and flow control to be
met w thout further protocol work. Al PCEP nessages MJST be sent
using the registered TCP port for the source and destination TCP
port.

6. PCEP Messages

A PCEP nessage consists of a common header foll owed by a vari abl e-

| engt h body nade of a set of objects that can either be mandatory or
optional. In the context of this docunment, an object is said to be
mandatory in a PCEP nessage when the object MJST be included for the
nmessage to be considered valid. A PCEP nessage with a m ssing
mandat ory object MJST trigger an Error nessage (see Section 7.15).
Conversely, if an object is optional, the object may or may not be
present.

A flag referred to as the P flag is defined in the common header of
each PCEP object (see Section 7.2). Wen this flag is set in an
object in a PCReq, the PCE MJIST take the information carried in the
obj ect into account during the path conmputation. For exanple, the
METRI C obj ect defined in Section 7.8 allows a PCC to specify a
bounded acceptable path cost. The METRIC object is optional, but a
PCC nay set a flag to ensure that the constraint is taken into
account. In this case, if the constraint cannot be taken into
account by the PCE, the PCE MJST trigger an Error nessage.

For each PCEP nessage type, rules are defined that specify the set of
obj ects that the nmessage can carry. W use the Backus-Naur Form
(BNF) (see [RBNF]) to specify such rules. Square brackets refer to
optional sub-sequences. An inplenentation MJST formthe PCEP
nmessages using the object ordering specified in this docunent.
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6.1. Common Header

0 1 2 3
01234567890123456789012345678901
B e o S T s i e o S o S o T s st SR S SR S S
Ver | Flags | Message-Type | Message- Lengt h |
B e o S T s i e o S o S o T s st SR S SR S S

+— +
+ < +

Figure 7: PCEP Message Commobn Header

Ver (Version - 3 bits): PCEP version nunber. Current version is
version 1.

Flags (5 bits): No flags are currently defined. Unassigned bits are
consi dered as reserved. They MJST be set to zero on transm ssion
and MJUST be ignored on receipt.

Message- Type (8 bits): The follow ng nessage types are currently

defi ned:

Val ue Meani ng
1 Open
2 Keepal i ve
3 Pat h Conput ati on Request
4 Pat h Conput ati on Reply
5 Noti fication
6 Error
7 Cl ose

Message-Length (16 bits): total length of the PCEP nessage i ncl uding
t he common header, expressed in bytes.

6.2. Open Message

The Open nessage is a PCEP nessage sent by a PCC to a PCE and by a
PCE to a PCC in order to establish a PCEP session. The Message- Type
field of the PCEP conmpbn header for the Open nessage is set to 1.

Once the TCP connection has been successfully established, the first
nmessage sent by the PCC to the PCE or by the PCE to the PCC MJST be
an Open nessage as specified in Appendi x A

Any message received prior to an Qpen nmessage MJST trigger a protocol
error condition causing a PCErr nmessage to be sent with Error-Type
"PCEP session establishment failure" and Error-value "reception of an
invalid Open nmessage or a non Open nessage" and the PCEP session
establ i shnent attenpt MJUST be terninated by closing the TCP
connecti on.
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The Open nessage is used to establish a PCEP session between the PCEP
peers. During the establishnment phase, the PCEP peers exchange
several session characteristics. |If both parties agree on such
characteristics, the PCEP session is successfully established.

The format of an Open nessage is as foll ows:

<Open Message>:: = <Conmon Header >
<OPEN>

The Open nessage MUST contain exactly one OPEN object (see
Section 7.3).

Various session characteristics are specified within the OPEN object.
Once the TCP connection has been successfully established, the sender
MJUST start an initialization timer called OpenWait after the
expiration of which, if no Open nessage has been received, it sends a
PCErr nessage and rel eases the TCP connection (see Appendix A for
details).

Once an Qpen nessage has been sent to a PCEP peer, the sender MJST
start an initialization timer called KeepWait after the expiration of
which, if neither a Keepalive nessage has been received nor a PCErr
nmessage i n case of disagreenent of the session characteristics, a
PCErr nessage MJUST be sent and the TCP connection MJST be rel eased
(see Appendix A for details).

The OpenWait and KeepWait tiners have a fixed value of 1 mnute.

Upon the receipt of an Open nessage, the receiving PCEP peer MJST
determ ne whether the suggested PCEP session characteristics are
acceptable. If at |east one of the characteristics is not acceptable
to the receiving peer, it MJST send an Error nessage. The Error
nmessage SHOULD al so contain the rel ated OPEN obj ect and, for each
unaccept abl e sessi on paraneter, an acceptabl e paraneter val ue SHOULD
be proposed in the appropriate field of the OPEN object in place of
the originally proposed value. The PCEP peer MAY decide to resend an
Open nessage with different session characteristics. |If a second
Open nessage is received with the same set of paraneters or with
paraneters that are still unacceptable, the receiving peer MIST send
an Error nessage and it MJUST i medi ately cl ose the TCP connection
Detail s about error nmessages can be found in Section 7.15.

Successive retries are permitted, but an inplenentati on SHOULD nake
use of an exponential back-off session establishnment retry procedure.

If the PCEP session characteristics are acceptable, the receiving

PCEP peer MJUST send a Keepalive nessage (defined in Section 6.3) that
serves as an acknow edgment.
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The PCEP session is considered as established once both PCEP peers
have received a Keepalive nessage fromtheir peer.

6.3. Keepalive Message

A Keepalive nessage is a PCEP nessage sent by a PCC or a PCE in order
to keep the session in active state. The Keepalive nessage is al so
used in response to an Open nessage to acknow edge that an Open
nmessage has been received and that the PCEP session characteristics
are acceptable. The Message-Type field of the PCEP conmon header for
t he Keepalive nessage is set to 2. The Keepalive nessage does not
contain any object.

PCEP has its own keepalive nmechanismused to ensure the |liveness of
the PCEP session. This requires the determination of the frequency
at which each PCEP peer sends Keepalive nessages. Asynmetric val ues
may be chosen; thus, there is no constraint nandating the use of

i dentical keepalive frequencies by both PCEP peers. The DeadTiner is
defined as the period of tinme after the expiration of which a PCEP
peer declares the session down if no PCEP nessage has been received
(Keepalive or any other PCEP nessage); thus, any PCEP nessage acts as
a Keepalive nessage. Simlarly, there are no constraints nandating
the use of identical DeadTiners by both PCEP peers. The m ni mum
Keepalive timer value is 1 second. Deploynents SHOULD consi der
carefully the inpact of using |l ow values for the Keepalive tiner as
these might not give rise to the expected results in periods of
tenporary network instability.

Keepal i ve nmessages are sent at the frequency specified in the OPEN
object carried within an Qpen nessage according to the rules
specified in Section 7.3. Because any PCEP nessage may serve as
Keepal ive, an inplenentation may either decide to send Keepalive
nmessages at fixed intervals regardl ess of whether other PCEP nessages
m ght have been sent since the |ast sent Keepalive nessage, or may
decide to differ the sending of the next Keepalive nessage based on
the time at which the | ast PCEP nessage (other than Keepalive) was
sent .

Not e that sendi ng Keepalive nessages to keep the session alive is
optional, and PCEP peers may decide not to send Keepalive nessages
once the PCEP session is established; in which case, the peer that
does not receive Keepalive nessages does not expect to receive them
and MJUST NOT decl are the session as inactive.

The format of a Keepalive nessage is as foll ows:

<Keepal i ve Message>.:= <Comon Header >
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6.4. Path Computation Request (PCReq) Message

A Path Conputation Request nessage (also referred to as a PCReq
nmessage) is a PCEP nessage sent by a PCCto a PCE to request a path
computation. A PCReq nessage may carry nore than one path
conmput ati on request. The Message-Type field of the PCEP conmmon
header for the PCReq nessage is set to 3.

There are two mandatory objects that MJST be included within a PCReq
nmessage: the RP and the END- PO NTS objects (see Section 7). |If one
or both of these objects is mssing, the receiving PCE MJST send an
error nmessage to the requesting PCC. Oher objects are optional.

The fornmat of a PCReq nessage is as follows:

<PCReq Message>::= <Compn Header >
[ <svec-list>]
<request-list>

wher e:

<svec-list>::=<SVEC>[ <svec-|i st >]
<request-1list>::=<request>[ <request-1ist>]

<request>:: = <RP>
<END- PO NTS>
[ <LSPA>]
[ <BANDW DTH>]
[<netric-1ist>]
[ <RRO>[ <BANDW DTH>] |
[ <I RC>]
[ <LQAD- BALANCI NG>]

wher e:
<metric-list>:=<METRI C[<netric-list>]

The SVEC, RP, END PO NTS, LSPA, BANDW DTH, METRIC, RRO, I RO and
LOAD- BALANCI NG obj ects are defined in Section 7. The special case of
two BANDW DTH obj ects is discussed in detail in Section 7.7.

A PCEP inplenmentation is free to process received requests in any
order. For exanple, the requests may be processed in the order they
are received, reordered and assigned priority according to | oca
policy, reordered according to the priority encoded in the RP object
(Section 7.4.1), or processed in parallel.
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6.5. Path Computation Reply (PCRep) Message

The PCEP Path Conputation Reply nessage (also referred to as a PCRep
nmessage) is a PCEP nessage sent by a PCE to a requesting PCC in
response to a previously received PCReq nessage. The Message- Type
field of the PCEP conmpbn header for the PCRep nmessage is set to 4.

The bundling of multiple replies to a set of path conputation
requests within a single PCRep nessage is supported by PCEP. If a
PCE recei ves non-synchroni zed path conputation requests by neans of
one or nore PCReq nessages froma requesting PCC, it MAY decide to
bundl e the conmputed paths within a single PCRep nessage so as to
reduce the control plane load. Note that the counter side of such an
approach is the introduction of additional delays for sonme path
conmput ati on requests of the set. Conversely, a PCE that receives

mul tiple requests within the sane PCReq nessage MAY deci de to provide
each conputed path in separate PCRep nessages or within the sane
PCRep nessage. A PCRep nessage nay contain positive and negative
replies.

A PCRep nessage may contain a set of conputed paths corresponding to
either a single path conmputation request wi th | oad-bal ancing (see
Section 7.16) or multiple path conputation requests originated by a
requesting PCC. The PCRep nessage may al so contain rmultiple
accept abl e paths corresponding to the sanme request.

The PCRep nmessage MJST contain at | east one RP object. For each
reply that is bundled into a single PCReq nessage, an RP object MJST
be included that contains a Request-ID nunber identical to the one
specified in the RP object carried in the correspondi ng PCReq nessage
(see Section 7.4 for the definition of the RP object).

If the path conputation request can be satisfied (i.e., the PCE finds
a set of paths that satisfy the set of constraints), the set of
comput ed paths specified by means of Explicit Route Objects (ERGCs) is
inserted in the PCRep nessage. The ERO is defined in Section 7.9.
The situation where nultiple computed paths are provided in a PCRep
nmessage is discussed in detail in Section 7.13. Furthernore, when a
PCC requests the conputation of a set of paths for a total amount of
bandw dth by nmeans of a LOAD- BALANCI NG obj ect carried within a PCReq
nmessage, the ERO of each conputed path may be foll owed by a BANDW DTH
obj ect as discussed in section Section 7.16.

If the path conputation request cannot be satisfied, the PCRep
nmessage MUST include a NO PATH object. The NO PATH object (described
in Section 7.5) may also contain other information (e.g, reasons for
the path conputation failure).
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The fornmat of a PCRep nessage is as follows:

<PCRep Message> ::= <Conmon Header>
<response-|ist>

wher e:
<response-|ist>::=<response>[ <response-|i st >]

<response>:: =<RP>
[ <NO PATH>]
[<attribute-list>]
[ <pat h-1ist>]

<pat h-1ist>::=<pat h>[ <pat h-1i st >]
<path>::= <EROs<attribute-list>
wher e:

<attribute-list>::=[ <LSPA>]
[ <BANDW DTH>]
[<netric-list>]
[ <I RO>]

<metric-list> :=<METRIC[<metric-list>]
6.6. Notification (PCNtf) Message

The PCEP Notification nessage (also referred to as the PCNtf mnessage)
can be sent either by a PCEto a PCC, or by a PCCto a PCE, to notify
of a specific event. The Message-Type field of the PCEP common
header for the PCNtf nessage is set to 5.

The PCNtf message MJST carry at | east one NOTI FI CATI ON obj ect and NAY
contain several NOTIFI CATI ON obj ects should the PCE or the PCC intend
to notify of multiple events. The NOTIFI CATI ON object is defined in
Section 7.14. The PCNtf nessage MAY al so contain RP objects (see
Section 7.4) when the notification refers to particular path
conput ati on requests.

The PCNtf message nmay be sent by a PCC or a PCE in response to a
request or in an unsolicited nmanner.
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The fornmat of a PCNtf nessage is as foll ows:

<PCNt f Message>: : =<Conmon Header >
<notify-list>

<notify-list> :=<notify> [<notify-I|ist>]

<notify>: := [<request-id-Ilist>]
<notification-list>

<request-id-list>:=<RP>[<request-id-Ilist>]
<notification-Ilist>::=<NOTIFI CATI ON>[ <notification-Iist>]
6.7. Error (PCErr) Message

The PCEP Error nessage (also referred to as a PCErr nessage) is sent
in several situations: when a protocol error condition is met or when
the request is not conpliant with the PCEP specification (e.g.,
reception of a mal forned nessage, reception of a nessage with a
mandat ory ni ssing object, policy violation, unexpected nessage,
unknown request reference). The Message-Type field of the PCEP
common header for the PCErr nessage is set to 6.

The PCErr message is sent by a PCC or a PCE in response to a request
or in an unsolicited manner. |If the PCErr nessage is sent in
response to a request, the PCErr nessage MJST include the set of RP
objects related to the pending path conmputation requests that
triggered the error condition. |In the latter case (unsolicited), no
RP object is inserted in the PCErr nessage. For exanple, no RP
object is inserted in a PCErr when the error condition occurred
during the initialization phase. A PCErr nessage MJST contain a
PCEP- ERROR obj ect specifying the PCEP error condition. The PCEP-
ERROR object is defined in Section 7.15.

The fornmat of a PCErr nessage is as follows:

<PCErr Message> ::= <Conmon Header>
( <error-obj-list> [<Qpen>] ) | <error>
[<error-list>]

<error-obj-list>::=<PCEP- ERROR>[ <error-obj-1list>]

<error>::=[<request-id-list>]
<error-obj-list>

<request-id-list>:=<RP>[<request-id-Iist>]
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<error-list> :=<error>[<error-list>]

The procedure upon the receipt of a PCErr nmessage is defined in
Section 7.15.

6.8. Close Message

The Cl ose nmessage is a PCEP nessage that is either sent by a PCCto a
PCE or by a PCEto a PCCin order to close an established PCEP
session. The Message-Type field of the PCEP comon header for the

Cl ose nessage is set to 7

The fornmat of a Close nessage is as foll ows:

<Cl ose Message>::= <Compn Header >
<CLOSE>

The Cl ose nmessage MJST contain exactly one CLOSE object (see
Section 6.8). If nmore than one CLOSE object is present, the first
MUST be processed and subsequent objects ignored.

Upon the receipt of a valid C ose nessage, the receiving PCEP peer
MUST cancel all pending requests, it MJST close the TCP connection
and MJUST NOT send any further PCEP nessages on the PCEP session.

6.9. Reception of Unknown Messages

A PCEP inplenmentation that receives an unrecogni zed PCEP nessage MJST
send a PCErr nessage with Error-val ue=2 (capability not supported).

I f a PCC/ PCE receives unrecogni zed nessages at a rate equal or
greater than MAX- UNKNOAN- MESSAGES unknown message requests per

m nute, the PCC PCE MJST send a PCEP CLOSE nessage with cl ose

val ue="Recepti on of an unacceptabl e nunmber of unknown PCEP nessage".
A RECOMMENDED val ue for MAX- UNKNOAN- MESSAGES is 5. The PCC/ PCE MUST
cl ose the TCP session and MJUST NOT send any further PCEP nessages on
the PCEP session

7. oject Formats

PCEP obj ects have a common fornmat. They begin with a common obj ect
header (see Section 7.2). This is followed by object-specific fields
defined for each different object. The object may al so i nclude one
or nore type-length-value (TLV) encoded data sets. Each TLV has the
sane structure as described in Section 7.1.
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7.1. PCEP TLV For mat
A PCEP object may include a set of one or nore optional TLVs.
Al'l PCEP TLVs have the followi ng format:

Type: 2 bytes
Length: 2 bytes
Val ue: variabl e

A PCEP object TLV is conprised of 2 bytes for the type, 2 bytes
specifying the TLV length, and a value field.

The Length field defines the length of the value portion in bytes.
The TLV is padded to 4-bytes alignnent; padding is not included in
the Length field (so a 3-byte value would have a length of 3, but the
total size of the TLV would be 8 bytes).

Unr ecogni zed TLVs MJUST be i gnor ed.

| ANA managenent of the PCEP Object TLV type identifier codespace is
described in Section 9.

7.2. Conmmon Cbj ect Header

A PCEP object carried within a PCEP nessage consists of one or nore
32-bit words with a conmon header that has the follow ng format:

0 1 2 3

01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Object-Cass | Or | Res|P|I] bj ect Length (bytes) |
il s T T S S S S S i N T i ST S S S S S e e L T 2
I I
I (Obj ect body) /1
I I
+

T T S e i T S S i S S e T St S S R S
Fi gure 8: PCEP Conmon bj ect Header
bject-Class (8 bits): identifies the PCEP object class.
Or (hject-Type - 4 bits): identifies the PCEP object type.
The bject-C ass and bj ect-Type fields are managed by | ANA

The bject-d ass and bj ect-Type fields uniquely identify each
PCEP obj ect.
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Res flags (2 bits): Reserved field. This field MJIST be set to zero
on transmni ssion and MJUST be ignored on receipt.

P flag (Processing-Rule - 1-bit): the P flag allows a PCC to specify
in a PCReqg nessage sent to a PCE whet her the object nust be taken
into account by the PCE during path conputation or is just
optional. When the P flag is set, the object MJIST be taken into
account by the PCE. Conversely, when the P flag is cleared, the
object is optional and the PCE is free to ignore it.

| flag (lgnore - 1 bit): the | flag is used by a PCE in a PCRep
nessage to indicate to a PCC whether or not an optional object was
processed. The PCE MAY include the ignored optional object inits
reply and set the | flag to indicate that the optional object was
i gnored during path conmputation. Wen the | flag is cleared, the
PCE indi cates that the optional object was processed during the
path conputation. The setting of the | flag for optional objects
is purely indicative and optional. The I flag has no nmeaning in a
PCRep nmessage when the P flag has been set in the corresponding
PCReq nessage.

If the PCE does not understand an object with the P flag set or
under st ands the object but decides to ignore the object, the entire
PCEP nessage MJST be rejected and the PCE MUST send a PCErr nessage
with Error-Type="Unknown Cbject" or "Not supported Object” along with
the corresponding RP object. Note that if a PCReq includes nultiple
requests, only requests for which an object with the P flag set is
unknown/ unr ecogni zed MJST be rej ected.

bj ect Length (16 bits): Specifies the total object |ength including
the header, in bytes. The Cbject Length field MJST al ways be a
multiple of 4, and at least 4. The naxi mum object content |ength
is 65528 bytes.

7.3. OPEN bj ect

The OPEN obj ect MJST be present in each Open nessage and MAY be
present in a PCErr nessage. There MJST be only one OPEN object per
Open or PCErr nessage.

The OPEN obj ect contains a set of fields used to specify the PCEP
version, Keepalive frequency, DeadTiner, and PCEP session |ID, along
with various flags. The OPEN object may al so contain a set of TLVs
used to convey various session characteristics such as the detailed
PCE capabilities, policy rules, and so on. No TLVs are currently
defi ned.
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OPEN bject-Class is 1
OPEN (bj ect-Type is 1.
The format of the OPEN object body is as foll ows:

0 1 2 3
01234567890123456789012345678901
T T T T S T T ot SIS U SN S S S S T ST S SIS S S S
Ver | Fl ags | Keepal i ve | DeadTi ner | SID |
T T T T S T T ot SIS U SN S S S S T ST S SIS S S S

+

I

+

I I
/

I

+

+

/ Optional TLVs /1
I

T T S e i T S S i S S e T St S S R S
Figure 9: OPEN Obj ect Format
Ver (3 bits): PCEP version. Current versionis 1

Flags (5 bits): No flags are currently defined. Unassigned bits are
consi dered as reserved. They MJST be set to zero on transm ssion
and MJUST be ignored on receipt.

Keepalive (8 bits): maxinmum period of time (in seconds) between two
consecutive PCEP nessages sent by the sender of this nmessage. The
nm ni num val ue for the Keepalive is 1 second. Wen set to 0, once
the session is established, no further Keepalive nessages are sent
to the renote peer. A RECOVWENDED val ue for the keepalive
frequency is 30 seconds.

DeadTiner (8 bits): specifies the anbunt of tinme after the
expiration of which the PCEP peer can declare the session with the
sender of the Qpen nessage to be down if no PCEP nessage has been
recei ved. The DeadTi mer SHOULD be set to 0 and MJUST be ignored if
the Keepalive is set to 0. A RECOMVENDED val ue for the DeadTi nmer
is 4 times the value of the Keepalive.

Exanpl e:

A sends an Open nessage to B with Keepal i ve=10 seconds and
DeadTi ner =40 seconds. This neans that A sends Keepalive nessages (or
any other PCEP nessage) to B every 10 seconds and B can declare the
PCEP session with A down if no PCEP nessage has been received fromA
wi thin any 40-second peri od.
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SID (PCEP session ID - 8 bits): unsigned PCEP session nunber that
identifies the current session. The SID MJST be increnmented each
time a new PCEP session is established. It is used for |ogging
and troubl eshooti ng purposes. Each increnment SHOULD have a val ue
of 1 and may cause a wap back to zero.

The SID is used to disanbiguate instances of sessions to the same
peer. A PCEP inplenentation could use a single source of SIDs
across all peers, or one source for each peer. The former m ght
constrain the inplenmentation to only 256 concurrent sessions. The
latter potentially requires nore states. There is one SID nunber
in each direction.

Optional TLVs may be included within the OPEN object body to specify
PCC or PCE characteristics. The specification of such TLVs is
outsi de the scope of this docunent.

When present in an Open nessage, the OPEN object specifies the
proposed PCEP session characteristics. Upon receiving unacceptabl e
PCEP session characteristics during the PCEP session initialization
phase, the receiving PCEP peer (PCE) MAY include an OPEN obj ect
within the PCErr nessage so as to propose alternative acceptable
sessi on characteristic val ues.

7.4. RP bject

The RP (Request Paraneters) object MJIST be carried within each PCReq
and PCRep nessages and MAY be carried within PCNtf and PCErr
nmessages. The RP object is used to specify various characteristics
of the path conputation request.

The P flag of the RP object MJIST be set in PCReq and PCRep nessages
and MJUST be cleared in PCNtf and PCErr nessages. |If the RP object is
received with the P flag set incorrectly according to the rules
stated above, the receiving peer MIST send a PCErr message with
Error-Type=10 and Error-value=1. The correspondi ng path conputation
request MJST be cancelled by the PCE without further notification.

7.4.1. (Object Definition
RP hject-Class is 2.

RP (bj ect-Type is 1.
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The fornmat of the RP object body is as foll ows:

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| FI ags |OBR Pri |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Request - | D- nunber |
il s T T S S S S S i N T i ST S S S S S e e L T 2
}/ Optional TLVs /}
I I

i T i i e S I ih s o S S ™
Figure 10: RP (bject Body Format

The RP obj ect body has a variable | ength and may contai n additional
TLVs. No TLVs are currently defined.

Flags (32 bits)
The following flags are currently defined:

o Pri (Priority - 3 bits): the Priority field may be used by the
requesting PCC to specify to the PCE the request’s priority from1l
to 7. The decision of which priority should be used for a
specific request is a local matter; it MJIST be set to O when
unused. Furthernmore, the use of the path conputation request
priority by the PCE s scheduler is inplenentation specific and out
of the scope of this docunent. Note that it is not required for a
PCE to support the priority field: in this case, it is RECOMVENDED
that the PCC set the priority field to O in the RP object. |If the
PCE does not take into account the request priority, it is
RECOVMENDED to set the priority field to O in the RP object
carried within the correspondi ng PCRep nessage, regardl ess of the
priority value contained in the RP object carried within the
correspondi ng PCReq nessage. A higher nunerical value of the
priority field reflects a higher priority. Note that it is the
responsibility of the network adm nistrator to nmake use of the
priority values in a consistent manner across the various PCCs.
The ability of a PCE to support request prioritization MAY be
dynami cal ly di scovered by the PCCs by neans of PCE capability
di scovery. If not advertised by the PCE, a PCC nay decide to set

the request priority and will learn the ability of the PCE to
support request prioritization by observing the Priority field of
the RP object received in the PCRep nessage. |f the value of the

Pri fieldis set to 0, this neans that the PCE does not support

Vasseur & Le Roux St andards Track [ Page 28]



RFC 5440 PCEP March 2009

the handling of request priorities: in other words, the path
comput ati on request has been honored but without taking the
request priority into account.

0 R (Reoptinmization - 1 bit): when set, the requesting PCC specifies
that the PCReq nessage relates to the reoptim zation of an
existing TE LSP. For all TE LSPs except zero-bandw dth LSPs, when
the Rbit is set, an RRO (see Section 7.10) MJST be included in
the PCReq nessage to show the path of the existing TE LSP. Al so,
for all TE LSPs except zero-bandwi dth LSPs, when the R bit is set,
the existing bandw dth of the TE LSP to be reoptim zed MJST be
supplied in a BANDW DTH obj ect (see Section 7.7). This BANDW DTH
object is in addition to the instance of that object used to
descri be the desired bandwi dth of the reoptinized LSP. For zero-
bandwi dt h LSPs, the RRO and BANDW DTH obj ects that report the
characteristics of the existing TE LSP are optional

o B (Bi-directional - 1 bit): when set, the PCC specifies that the
pat h conmputation request relates to a bi-directional TE LSP that
has the sane traffic engineering requirenents including fate
sharing, protection and restoration, LSRs, TE links, and resource
requirements (e.g., latency and jitter) in each direction. Wen
cleared, the TE LSP is unidirectional

0 O¢(strict/loose - 1 bit): when set, in a PCReq nessage, this
i ndicates that a | oose path is acceptable. O herw se, when
cleared, this indicates to the PCE that a path exclusively nmade of
strict hops is required. In a PCRep nessage, when the Obit is
set this indicates that the returned path is a | oose path;
ot herwi se (when the Obit is cleared), the returned path is made
of strict hops.

Unassi gned bits are considered reserved. They MJST be set to zero on
transm ssion and MJST be ignored on receipt.

Request - I D-nunber (32 bits): The Request-ID nunber val ue conbi ned
with the source I P address of the PCC and the PCE address uniquely
identify the path conputation request context. The Request-ID
nunber is used for disanbiguati on between pending requests, and
thus it MJST be changed (such as by incrementing it) each tine a
new request is sent to the PCE, and nay w ap.

The val ue 0x00000000 is considered invalid.
If no path conputation reply is received fromthe PCE (e.g., the
request is dropped by the PCE because of nenory overflow), and the

PCC wi shes to resend its request, the same Request-I|D nunber MJST
be used. Upon receiving a path conputation request froma PCC
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7.

4.

with the same Request-I|D-nunber, the PCE SHOULD treat the request
as a new request. An inplenentation MAY choose to cache path
computation replies in order to quickly handl e retransm ssion

wi t hout having to process a path conputation request twice (in the
case that the first request was dropped or lost). Upon receiving
a path conmputation reply froma PCE with the same Request-ID
nunber, the PCC SHOULD silently discard the path conputation

reply.

Conversely, different Request-I|D nunbers MJST be used for
di fferent requests sent to a PCE

The sanme Request-1| D nunber MAY be used for path conputation
requests sent to different PCEs. The path conputation reply is
unanbi guously identified by the I P source address of the replying
PCE.

2. Handling of the RP bject

If a PCReq nessage is received that does not contain an RP object,
the PCE MJUST send a PCErr nessage to the requesting PCC with Error-
Type="Requi red Object nissing" and Error-val ue="RP Cbject m ssing".

If the Obit of the RP nmessage carried within a PCReq nessage is
cleared and | ocal policy has been configured on the PCE to not
provide explicit paths (for instance, for confidentiality reasons), a
PCErr nessage MJUST be sent by the PCE to the requesting PCC and the
pendi ng path conmputation request MJUST be discarded. The Error-Type
is "Policy Violation" and Error-value is "O bit cleared"

Wien the R bit of the RP object is set in a PCReq nessage, this

i ndicates that the path conputation request relates to the

reoptim zation of an existing TE LSP. In this case, the PCC MJST

al so provide the strict/loose path by including an RRO object in the
PCReq nessage so as to avoid/linmt doubl e-bandwi dth counting if and
only if the TE LSP is a non-zero-bandwidth TE LSP. |If the PCC has
not requested a strict path (O bit set), a reoptinization can stil

be requested by the PCC, but this requires that the PCE either be
stateful (keep track of the previously conputed path with the
associated list of strict hops), or have the ability to retrieve the
conplete required path segnent. Alternatively, the PCC MJUST inform
the PCE about the working path and the associated list of strict hops
in PCReq. The absence of an RRO in the PCReq nessage for a non-zero-
bandwi dth TE LSP (when the R bit of the RP object is set) MJST
trigger the sending of a PCErr message with Error-Type="Required

oj ect M ssing” and Error-val ue="RRO Obj ect m ssing for
reoptinization".
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I f a PCC/ PCE receives a PCRep/ PCReq nessage that contains an RP
object referring to an unknown Request-I|D nunber, the PCC PCE MJST
send a PCErr nmessage with Error-Type="Unknown request reference"
This is used for debuggi ng purposes. |f a PCC PCE receives PCRep/
PCReq nessages with unknown requests at a rate equal or greater than
MAX- UNKNOWN- REQUESTS unknown requests per mnute, the PCC/ PCE MJST
send a PCEP CLOSE nessage with cl ose val ue="Reception of an
unaccept abl e nunber of unknown requests/replies". A RECOMVENDED

val ue for MAX- UNKNOWN- REQUESTS is 5. The PCC PCE MJST cl ose the TCP
sessi on and MJUST NOT send any further PCEP nessages on the PCEP
sessi on.

The reception of a PCEP nessage that contains an RP object referring
to a Request-I| D nunber=0x00000000 MUST be treated in simlar manner
as an unknown request.

7.5. NO PATH bj ect

The NO PATH object is used in PCRep nessages in response to an
unsuccessful path conputation request (the PCE could not find a path
satisfying the set of constraints). Wen a PCE cannot find a path
satisfying a set of constraints, it MJST include a NO PATH object in
the PCRep nessage.

There are several categories of issue that can lead to a negative
reply. For exanple, the PCE chain mght be broken (should there be
nore than one PCE involved in the path conmputation) or no path
obeying the set constraints could be found. The "N (Nature of

I ssue)" field in the NO PATH object is used to report the error

cat egory.

Optionally, if the PCE supports such capability, the NO PATH obj ect
MAY contain an optional NO PATH VECTOR TLV defined bel ow and used to
provide nore information on the reasons that led to a negative reply.
The PCRep nmessage MAY also contain a list of objects that specify the
set of constraints that could not be satisfied. The PCE MAY | ust
replicate the set of objects that was received that was the cause of
t he unsuccessful conputation or MAY optionally report a suggested

val ue for which a path could have been found (in which case, the
value differs fromthe value in the original request).

NO PATH Object-Class is 3.

NO PATH Obj ect-Type is 1
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The fornmat of the NO PATH object body is as foll ows:

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Nature of Issue|( FI ags | Reserved |
il s T T S S S S S i N T i ST S S S S S e e L T 2
I I
I Optional TLVs /1
I I
il s T T S S S S S i N T i ST S S S S S e e L T 2

Figure 11: NO PATH Obj ect For mat

Nl - Nature of Issue (8 bits): The NI field is used to report the
nature of the issue that led to a negative reply. Two values are
currently defined:

0: No path satisfying the set of constraints could be found
1: PCE chai n broken

The Nature of Issue field value can be used by the PCC for various
pur poses:

* Constraint adjustnent before reissuing a new path conputation
request,

* Explicit selection of a new PCE chain,

* Logging of the error type for further action by the network
admi ni strator.

I ANA managenent of the NI field codespace is described in
Section 9.

Flags (16 bits).

The following flag is currently defined:

o Cflag (1 bit): when set, the PCE indicates the set of unsatisfied
constraints (reasons why a path could not be found) in the PCRep
nmessage by including the rel evant PCEP objects. Wen cleared, no
failing constraints are specified. The C flag has no nmeani ng and
is ignored unless the NI field is set to 0x00.

Unassigned bits are considered as reserved. They MJST be set to zero
on transni ssion and MJUST be ignored on receinpt.
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Reserved (8 bits): This field MIST be set to zero on transm ssion
and MJUST be ignored on receipt.

The NO PATH obj ect body has a variable Iength and may contain
addi tional TLVs. The only TLV currently defined is the NO PATH
VECTOR TLV defi ned bel ow.

Exanpl e: consider the case of a PCC that sends a path conputation
request to a PCE for a TE LSP of X Mit/s. Suppose that PCE cannot
find a path for X Moit/s. In this case, the PCE nust include in the
PCRep nessage a NO PATH object. Optionally, the PCE nay al so include
the origi nal BANDW DTH object so as to indicate that the reason for

t he unsuccessful conmputation is the bandw dth constraint (in this
case, the NI field value is 0x00 and Cflag is set). |If the PCE
supports such capability, it nmay alternatively include the BANDW DTH
obj ect and report a value of Y in the bandwidth field of the

BANDW DTH object (in this case, the Cflag is set) where Y refers to
the bandwi dth for which a TE LSP with the sane ot her characteristics
(such as Setup/Holding priorities, TE LSP attribute, |oca
protection, etc.) could have been conputed.

When t he NO PATH object is absent froma PCRep nessage, the path
comput ati on request has been fully satisfied and the correspondi ng
paths are provided in the PCRep nessage.

An optional TLV named NO PATH VECTOR MAY be included in the NO PATH
object in order to provide nore information on the reasons that |ed
to a negative reply.

The NO PATH VECTOR TLV is conpliant with the PCEP TLV format defined
in Section 7.1 and is conprised of 2 bytes for the type, 2 bytes
specifying the TLV length (length of the value portion in bytes)
followed by a fixed-length 32-bit flags field.

Type: 1

Length: 4 bytes

Value: 32-bit flags field

| ANA nmanages the space of flags carried in the NO PATH VECTOR TLV
(see Section 9).

The following flags are currently defi ned:
o Bit nunber: 31 - PCE currently unavail abl e
0o Bit nunber: 30 - Unknown destination

o Bit nunber: 29 - Unknown source
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7.6. END PO NTS bj ect

The END- PO NTS object is used in a PCReq nessage to specify the
source | P address and the destination |IP address of the path for
which a path conputation is requested. The P flag of the END- PO NTS
obj ect MUST be set. |If the END-PO NTS object is received with the P
flag cleared, the receiving peer MJST send a PCErr nessage with
Error-Type=10 and Error-value=1. The correspondi ng path conputation
request MJST be cancelled by the PCE without further notification.

Note that the source and destination addresses specified in the END

PO NTS object may correspond to the source and destination |IP address
of the TE LSP or to those of a path segnent. Two END PO NTS objects

(for IPv4 and |1 Pv6) are defined.

END- PO NTS oject-Class is 4.
END- PO NTS Cbj ect-Type is 1 for I1Pv4 and 2 for |Pv6.

The fornmat of the END PO NTS obj ect body for IPv4d (Object-Type=1l) is
as foll ows:

0 1 2 3

01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| Source | Pv4 address |
T S o T s T T o S T il sl S T R S i i
| Destination |Pv4 address |
T S o T s T T o S T il sl S T R S i i

Fi gure 12: END- PO NTS Cbject Body Format for |Pv4
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The format of the END PO NTS object for | Pve (Chject-Type=2) is as
foll ows:

0 1 2 3
01234567890123456789012345678901
T S S T T o A S S S e R S S S S S S S

Source | Pv6 address (16 bytes)

+
I
I
|
. |
Destination | Pv6 address (16 bytes) |
I
I

+-
I

I

I

I
T T T S i S S S S e T T S s i =
I

I

I

I
+-

I T S I T i i S e S I S
Figure 13: END PO NTS (bj ect Body Format for |Pv6

The END- PO NTS obj ect body has a fixed | ength of 8 bytes for |Pv4 and
32 bytes for |Pve6.

If nmore than one END- PO NTS object is present, the first MJST be
processed and subsequent objects ignored.

7.7. BANDW DTH Obj ect

The BANDW DTH obj ect is used to specify the requested bandwi dth for a
TE LSP. The notion of bandwidth is simlar to the one used for RSVP
signaling in [ RFC2205], [RFC3209], and [ RFC3473].

If the requested bandwidth is equal to 0, the BANDW DTH object is
optional. Conversely, if the requested bandwidth is not equal to O,
the PCReq nmessage MJST contain a BANDW DTH obj ect.

In the case of the reoptimzation of a TE LSP, the bandw dth of the
exi sting TE LSP MJST al so be included in addition to the requested
bandwi dth if and only if the two values differ. Consequently, two
bj ect-Type values are defined that refer to the requested bandw dth
and the bandw dth of the TE LSP for which a reoptimzation is being
per f or ned.

The BANDW DTH obj ect may be carried within PCReq and PCRep nessages.

BANDW DTH Obj ect-Cl ass is 5.
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Two Cbj ect-Type values are defined for the BANDW DTH obj ect :
0 Requested bandw dt h: BANDW DTH Obj ect-Type is 1

o Bandwi dth of an existing TE LSP for which a reoptim zation is
requested. BANDW DTH Cbj ect-Type is 2.

The format of the BANDW DTH obj ect body is as follows:

0 1 2 3
012345678901234567890123456789¢01
T o i T S o T s T S e e i S S i St S S S
| Bandwi dt h |
T o i T S o T s T S e e i S S i St S S S

Figure 14: BANDW DTH Obj ect Body For mat

Bandwi dth (32 bits): The requested bandwi dth is encoded in 32 bits
in |EEE floating point format (see [|EEE. 754.1985]), expressed in
bytes per second. Refer to Section 3.1.2 of [RFC3471] for a table
of comonly used val ues.

The BANDW DTH obj ect body has a fixed |ength of 4 bytes.
7.8. METRI C bj ect

The METRI C object is optional and can be used for several purposes.

In a PCReq nessage, a PCC MAY insert one or nore METRI C objects:

0o To indicate the nmetric that MJST be optim zed by the path
computation algorithm (1 GP netric, TE metric, hop counts).
Currently, three netrics are defined: the IGP cost, the TE netric
(see [RFC3785]), and the nunber of hops traversed by a TE LSP.

0 To indicate a bound on the path cost that MJUST NOT be exceeded for
the path to be considered as acceptable by the PCC

In a PCRep nessage, the METRI C object MAY be inserted so as to
provide the cost for the conputed path. It MAY al so be inserted
within a PCRep with the NO PATH object to indicate that the netric
constraint could not be satisfied.

The path conputation algorithnmic aspects used by the PCE to optim ze

a path with respect to a specific nmetric are outside the scope of
this docunent.
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It must be understood that such path netrics are only meaningful if
used consistently: for instance, if the delay of a conmputed path
segnent i s exchanged between two PCEs residing in different domains,
consi stent ways of defining the delay nmust be used.

The absence of the METRIC object MJST be interpreted by the PCE as a
pat h conputation request for which no constraints need be applied to
any of the netrics.

METRI C hject-Class is 6.
METRI C hj ect-Type is 1.
The format of the METRI C object body is as foll ows:

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Reserved | Flags | C B] T |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| netric-val ue |
il s T T S S S S S i N T i ST S S S S S e e L T 2

Figure 15: METRI C bj ect Body For mat
The METRI C obj ect body has a fixed I ength of 8 bytes.

Reserved (16 bits): This field MJIST be set to zero on transm ssion
and MJUST be ignored on receipt.

T (Type - 8 bits): Specifies the nmetric type.

Three values are currently defined:
* T=1:. 1GP netric

* T=2: TE nmetric

*  T=3:. Hop Counts

Flags (8 bits): Two flags are currently defined:

* B (Bound - 1 bit): Wen set in a PCReq nessage, the netric-
val ue indicates a bound (a maximum) for the path netric that
nmust not be exceeded for the PCC to consider the conputed path
as acceptable. The path nmetric nust be |l ess than or equal to
the value specified in the netric-value field. Wen the B flag
is cleared, the netric-value field is not used to reflect a
bound constraint.
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* C (Conmputed Metric - 1 bit): Wien set in a PCReq nessage, this
i ndi cates that the PCE MJST provide the conputed path nmetric
val ue (should a path satisfying the constraints be found) in
the PCRep message for the corresponding netric.

Unassi gned flags MJST be set to zero on transm ssion and MJST be
i gnored on receipt.

Metric-value (32 bits): netric value encoded in 32 bits in | EEE
floating point format (see [|EEE. 754.1985]).

Mul ti pl e METRI C obj ects MAY be inserted in a PCRep or a PCReq nessage
for a given request (i.e., for a given RP). For a given request,
there MJUST be at nost one instance of the METRIC object for each
metric type with the sane B flag value. |If, for a given request, two
or nore instances of a METRIC object with the sane B flag val ue are
present for a netric type, only the first instance MJST be consi dered
and ot her instances MJST be ignored.

For a given request, the presence of two METRI C objects of the sane
type with a different value of the B flag is allowed. Furthernore,

it is also allowed to insert, for a given request, two METRI C objects
with different types that have both their B flag cleared: in this
case, an objective function nmust be used by the PCE to solve a nulti-
paranmeter optim zati on problem

A METRI C object used to indicate the netric to optimze during the
path conputati on MUST have the B flag cleared and the C flag set to
the appropriate value. Wen the path conputation relates to the
reoptim zation of an exiting TE LSP (in which case, the R flag of the
RP object is set), an inplenentation MAY decide to set the netric-
value field to the conmputed value of the netric of the TE LSP to be
reoptinmized with regards to a specific metric type.

A METRI C obj ect used to reflect a bound MJST have the B flag set, and
the Cflag and netric-value field set to the appropriate val ues.

In a PCRep nessage, unless not allowed by PCE policy, at |east one
METRI C obj ect MJUST be present that reports the conputed path netric
if the Cflag of the METRIC object was set in the corresponding path
conmput ati on request (the B flag MJST be cleared). The C flag has no
nmeani ng in a PCRep nessage. Optionally, the PCRep nessage MAY
contain additional METRIC objects that correspond to bound
constraints; in which case, the netric-value MJST be equal to the
correspondi ng conputed path nmetric (the B flag MJST be set). If no
path satisfying the constraints could be found by the PCE, the METRIC
obj ects MAY al so be present in the PCRep nessage with the NO PATH
object to indicate the constraint nmetric that could be satisfi ed.
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Exanple: if a PCC sends a path conputation request to a PCE where the
metric to optimze is the 1G netric and the TE netric nust not
exceed the value of M two METRIC objects are inserted in the PCReq
nessage:

o First METRIC object with B=0, T=1, C=1, netric-val ue=0x0000
0 Second METRIC object with B=1, T=2, netric-val ue=M

If a path satisfying the set of constraints can be found by the PCE
and there is no policy that prevents the return of the conputed
metric, the PCE inserts one METRIC object with B=0, T=1, netric-

val ue= conputed I GP path cost. Additionally, the PCE may insert a
second METRI C object with B=1, T=2, netric-value= conputed TE path
cost .

7.9. Explicit Route bject

The ERO is used to encode the path of a TE LSP through the network.
The ERO is carried within a PCRep nessage to provide the conputed TE
LSP if the path conputati on was successful

The contents of this object are identical in encoding to the contents
of the Resource Reservation Protocol Traffic Engineering Extensions
(RSVP-TE) Explicit Route Object (ERO defined in [RFC3209],

[ RFC3473], and [RFC3477]. That is, the object is constructed froma
series of sub-objects. Any RSVP-TE ERO sub-object al ready defined or
that could be defined in the future for use in the RSVP-TE ERO i s
acceptable in this object.

PCEP ERO sub-obj ect types correspond to RSVP-TE ERO sub-obj ect types.
Since the explicit path is available for imediate signaling by the
MPLS or GWPLS control plane, the neanings of all of the sub-objects
and fields in this object are identical to those defined for the ERO
ERO bject-Class is 7.
ERO bj ect-Type is 1.

7.10. Reported Route Object

The RRO is exclusively carried within a PCReq nessage so as to report
the route followed by a TE LSP for which a reoptimzation is desired.

The contents of this object are identical in encoding to the contents

of the Route Record bject defined in [RFC3209], [RFC3473], and
[ RFC3477]. That is, the object is constructed froma series of sub-
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obj ects. Any RSVP-TE RRO sub-object already defined or that could be
defined in the future for use in the RSVP-TE RRO is acceptable in
this object.

The nmeanings of all of the sub-objects and fields in this object are
identical to those defined for the RSVP-TE RRO

PCEP RRO sub-object types correspond to RSVP-TE RRO sub-obj ect types.
RRO (bj ect-Class is 8.
RRO bj ect-Type is 1.

7.11. LSPA bj ect

The LSPA (LSP Attributes) object is optional and specifies various TE
LSP attributes to be taken into account by the PCE during path
conputation. The LSPA object can be carried within a PCReq nessage,
or a PCRep nessage in case of unsuccessful path conputation (in this
case, the PCRep nessage al so contai ns a NO PATH obj ect, and the LSPA
object is used to indicate the set of constraints that could not be
satisfied). Mst of the fields of the LSPA object are identical to
the fields of the SESSI ONATTRI BUTE obj ect (C Type = 7) defined in

[ RFC3209] and [ RFC4090]. When absent fromthe PCReq nessage, this
nmeans that the Setup and Holding priorities are equal to 0, and there
are no affinity constraints. See Section 4.7.4 of [RFC3209] for a
detail ed description of the use of resource affinities.

LSPA hject-Class is 9.

LSPA hj ect-Types is 1.
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The format of the LSPA object body is:

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Excl ude- any |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| | ncl ude- any |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| I ncl ude-al | |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Setup Prio | Holding Prio | FI ags | L] Reserved |
il s T T S S S S S i N T i ST S S S S S e e L T 2
}/ Optional TLVs /}
| |

B i o T i i i S I T sl e S
Figure 16: LSPA bj ect Body For mat

Setup Prio (Setup Priority - 8 bits): The priority of the TE LSP
with respect to taking resources, in the range of 0 to 7. The
value 0 is the highest priority. The Setup Priority is used in
deci di ng whet her this session can preenpt another session.

Hol ding Prio (Holding Priority - 8 bits): The priority of the TE LSP
with respect to holding resources, in the range of 0 to 7. The
value 0 is the highest priority. Holding Priority is used in
deci di ng whet her this session can be preenpted by another session.

Flags (8 bits)
L flag: Corresponds to the "Local Protection Desired" bit
([ RFC3209] ) of the SESSI ON- ATTRI BUTE Obj ect. Wen set, this
nmeans that the computed path nust include |inks protected with
Fast Reroute as defined in [ RFC4090].

Unassi gned flags MJST be set to zero on transm ssion and MJST be
i gnored on receipt.

Reserved (8 bits): This field MIST be set to zero on transm ssion
and MJUST be ignored on receipt.

Note that optional TLVs may be defined in the future to carry
addi tional TE LSP attributes such as those defined in [ RFC5420].
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7.12. Include Route bject

The 1RO (Include Route Cbject) is optional and can be used to specify
that the conputed path MJST traverse a set of specified network

el enents. The I RO MAY be carried within PCReq and PCRep nessages.
When carried within a PCRep nessage with the NO PATH object, the IRO
i ndicates the set of elenents that cause the PCE to fail to find a
pat h.

| RO Object-Class is 10.
| RO Cbj ect-Type is 1.

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
I I
I (Sub- obj ect s) 11
I I
il s T T S S S S S i N T i ST S S S S S e e L T 2

Figure 17: |1 RO Body For mat
Sub-obj ects: The RO is nade of sub-objects identical to the ones
defined in [ RFC3209], [RFC3473], and [ RFC3477], where the | RO sub-
object type is identical to the sub-object type defined in the
rel ated docunents.
The foll owi ng sub-object types are supported.

Type Sub- obj ect
1

| Pv4 prefix
2 | Pv6 prefix
4 Unnunbered Interface ID
32 Aut ononous syst em nunber

The L bit of such sub-object has no neaning within an | RO
7.13. SVEC bj ect
7.13.1. Notion of Dependent and Synchroni zed Pat h Conputati on Requests

| ndependent versus dependent path conputation requests: path
conmput ati on requests are said to be independent if they are not
related to each other. Conversely, a set of dependent path
comput ati on requests is such that their conputations cannot be
perforned i ndependently of each other (a typical exanple of dependent
requests is the conputation of a set of diverse paths).
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Synchroni zed versus non-synchroni zed path conputation requests: a set
of path conputation requests is said to be non-synchronized if their
respective treatnent (path conputations) can be perfornmed by a PCE in
a serialized and i ndependent fashi on.

There are various circunstances where the synchroni zati on of a set of
pat h conputati ons may be beneficial or required.

Consi der the case of a set of N TE LSPs for which a PCC needs to send
path conputation requests to a PCE. The first solution consists of
sendi ng N separate PCReq nmessages to the selected PCE. In this case,
the path conputation requests are non-synchronized. Note that the
PCC may chose to distribute the set of N requests across K PCEs for

| oad bal anci ng purposes. Considering that M (with McN) requests are
sent to a particular PCEi, as described above, such Mrequests can be
sent in the formof successive PCReq nessages destined to PCEi or
bundl ed within a single PCReq nessage (since PCEP allows for the
bundling of nultiple path conputation requests within a single PCReq
nmessage). That said, even in the case of independent requests, it
can be desirable to request fromthe PCE the conputation of their
paths in a synchroni zed fashion that is likely to lead to nore

opti mal path conputations and/or reduced bl ocking probability if the
PCE is a stateless PCE. In other words, the PCE should not conpute
the corresponding paths in a serialized and i ndependent manner, but

it should rather "sinmultaneously" conpute their paths. For exanpl e,
trying to "sinmultaneously" conmpute the paths of MTE LSPs nay all ow
the PCE to inprove the likelihood to nmeet nultiple constraints.

Consi der the case of two TE LSPs requesting N1 Miit/s and N2 Mit/s,
respectively, and a maxi nrumtol erabl e end-to-end delay for each TE
LSP of X ms. There may be circunstances where the conputation of the
first TE LSP, irrespectively of the second TE LSP, may lead to the

i npossibility to nmeet the delay constraint for the second TE LSP

A second exanple is related to the bandwi dth constraint. It is quite
straightforward to provi de exanples where a serialized i ndependent
pat h conputati on approach would |l ead to the inpossibility to satisfy
both requests (due to bandw dth fragnentation), while a synchroni zed
pat h conmputati on woul d successfully satisfy both requests.

A last exanple relates to the ability to avoid the allocation of the
sane resource to multiple requests, thus helping to reduce the cal
setup failure probability conpared to the serialized conputation of

i ndependent requests.

Dependent path conputations are usually synchronized. For exanple,

in the case of the conputation of Mdiverse paths, if such paths are
computed in a non-synchroni zed fashion, this seriously increases the
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probability of not being able to satisfy all requests (sonetines also
referred to as the well-known "trapping probleni).

Furthernore, this would not allow a PCE to inplenent objective
functions such as trying to minimze the sumof the TE LSP costs. In
such a case, the path conputation requests nust be synchroni zed: they
cannot be conputed independently of each other.

Conversely, a set of independent path conputation requests nay or nay
not be synchroni zed.

The synchroni zati on of a set of path conputation requests is achieved
by using the SVEC object that specifies the list of synchronized
requests that can either be dependent or independent.

PCEP supports the followi ng three nodes:

0o Bundle of a set of independent and non-synchroni zed path
conmput ati on requests,

0 Bundle of a set of independent and synchroni zed path conputation
requests (requires the SVEC object defined bel ow),

0 Bundle of a set of dependent and synchroni zed path conputation
requests (requires the SVEC object defined bel ow).

7.13.2. SVEC bj ect

Section 7.13.1 details the circunstances under which it may be
desirable and/or required to synchronize a set of path conputation
requests. The SVEC (Synchroni zation VECor) object allows a PCC to
request the synchronization of a set of dependent or independent path
comput ati on requests. The SVEC object is optional and may be carried
wi thin a PCReq nessage.

The aimof the SVEC object carried within a PCReq nessage is to
request the synchronization of Mpath conputation requests. The SVEC
object is a variable-length object that lists the set of Mpath
comput ati on requests that nust be synchroni zed. Each path
conmput ati on request is uniquely identified by the Request-I|D nunber
carried within the respective RP object. The SVEC object also
contains a set of flags that specify the synchronization type.

SVEC bject-Class is 11.

SVEC (bj ect-Type is 1.
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The format of the SVEC object body is as foll ows:

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Reserved | Fl ags | S| N| L]
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Request - | D- nunber #1 |
Il Il
| Request - | D- nunber #M |
il s T T S S S S S i N T i ST S S S S S e e L T 2

Fi gure 18: SVEC Body Object Format

Reserved (8 bits): This field MIST be set to zero on transm ssion
and MJUST be ignored on receipt.

Flags (24 bits): Defines the potential dependency between the set of
pat h computati on requests.

* L (Link diverse) bit: when set, this indicates that the
comput ed paths corresponding to the requests specified by the
foll ow ng RP objects MIUST NOT have any link in comon.

* N (Node diverse) bit: when set, this indicates that the
comput ed paths corresponding to the requests specified by the
foll ow ng RP objects MJUST NOT have any node in comon.

* S (SRLG diverse) bit: when set, this indicates that the
comput ed paths corresponding to the requests specified by the
follow ng RP objects MIUST NOT share any SRLG (Shared Ri sk Link
G oup) .

In case of a set of M synchronized i ndependent path computation
requests, the bits L, N, and S are cl ear ed.

Unassi gned flags MJST be set to zero on transm ssion and MJST be
i gnored on receipt.

The flags defined above are not excl usive.

7.13.3. Handling of the SVEC bj ect
The SVEC object allows a PCC to specify a list of Mpath conmputation
requests that MJST be synchronized along with a potential dependency.
The set of M path conputation requests nay be sent within a single

PCReq nessage or nultiple PCReq nessages. 1In the latter case, it is
RECOVMENDED for the PCE to inplenent a local timer (called the
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SyncTi ner) activated upon the receipt of the first PCReq nessage that
contains the SVEC object after the expiration of which, if all the M
pat h conputati on requests have not been received, a protocol error is
triggered. Wen a PCE receives a path conputation request that
cannot be satisfied (for exanple, because the PCReq nessage contains
an object with the P bit set that is not supported), the PCE sends a
PCErr nessage for this request (see Section 7.2), the PCE MJST cancel
the whol e set of related path conputation requests and MJST send a
PCErr nessage with Error-Type="Synchroni zed path conputation request
m ssi ng”.

Not e that such PCReq nessages nay al so contain non-synchroni zed path
comput ati on requests. For exanple, the PCReq nessage nay conprise N
synchroni zed path conputation requests that are related to RP 1, ...,
RP N and are listed in the SVEC object along with any ot her path
conmput ati on requests that are processed as nornal

7.14. NOTI FI CATI ON (Obj ect

The NOTI FI CATI ON object is exclusively carried within a PCNtf nessage
and can either be used in a nmessage sent by a PCCto a PCE or by a
PCE to a PCC so as to notify of an event.

NOTI FI CATI ON Object-Class is 12
NOTI FI CATI ON Qbj ect - Type is 1.
The format of the NOTIFI CATI ON body object is as follows:

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Reserved | Fl ags | NT | NV |
il s T T S S S S S i N T i ST S S S S S e e L T 2
I I
I Optional TLVs /1
I I
il s T T S S S S S i N T i ST S S S S S e e L T 2
Fi gure 19: NOTI FI CATI ON Body Obj ect For mat

Reserved (8 bits): This field MIST be set to zero on transm ssion
and MJUST be ignored on receipt.

Flags (8 bits): No flags are currently defined. Unassigned flags

MJUST be set to zero on transmi ssion and MJST be ignored on
receipt.
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NT (Notification Type - 8 bits): The Notification-type specifies the
class of notification.

NV (Notification Value - 8 bits): The Notification-value provides
addition information related to the nature of the notification

Both the Notification-type and Notification-value are managed by
| ANA.

The following Notification-type and Notification-val ue values are
currently defined:

o Notification-type=1: Pendi ng Request cancell ed

* Notification-value=1l: PCC cancels a set of pending requests. A
Noti fication-type=1, Notification-value=1 indicates that the
PCC wants to informa PCE of the cancellation of a set of
pendi ng requests. Such an event could be triggered because of
external conditions such as the receipt of a positive reply
from anot her PCE (should the PCC have sent nultiple requests to
a set of PCEs for the sane path conputation request), a network
event such as a network failure rendering the request obsol ete,
or any other events local to the PCC. A NOTI FI CATI ON obj ect
with Notification-type=1, Notification-value=1 is carried
within a PCNtf nessage sent by the PCCto the PCE. The RP
obj ect corresponding to the cancelled request MJST al so be
present in the PCNtf nmessage. Miltiple RP objects may be
carried within the PCNtf nessage; in which case, the
notification applies to all of them |If such a notification is
received by a PCC froma PCE, the PCC MIST silently ignore the
notification and no errors should be generated.

* Notification-value=2: PCE cancels a set of pending requests. A
Noti fication-type=1, Notification-value=2 indicates that the
PCE wants to informa PCC of the cancellation of a set of
pendi ng requests. A NOTI FI CATI ON object with Notification-
type=1, Notification-value=2 is carried within a PCNtf nessage
sent by a PCE to a PCC. The RP object corresponding to the
cancel | ed request MJST al so be present in the PCNtf nessage.
Multiple RP objects may be carried within the PCNtf message; in
whi ch case, the notification applies to all of them |If such
notification is received by a PCE froma PCC, the PCE MJST
silently ignore the notification and no errors should be
gener at ed.

o0 Notification-type=2: Overl oaded PCE

* Notification-value=1: A Notification-type=2, Notification-

Vasseur & Le Roux St andar ds Track [ Page 47]



RFC 5440 PCEP March 2009

val ue=1 indicates to the PCC that the PCE is currently in an
overl oaded state. |If no RP objects are included in the PCNtf
nmessage, this indicates that no other requests SHOULD be sent
to that PCE until the overloaded state is cleared: the pending
requests are not affected and will be served. |If sone pending
requests cannot be served due to the overloaded state, the PCE
MUST al so include a set of RP objects that identifies the set
of pending requests that are cancelled by the PCE and will not
be honored. |In this case, the PCE does not have to send an
addi tional PCNtf message with Notification-type=1 and
Notification-value=2 since the list of cancelled requests is
specified by including the corresponding set of RP objects. |If
such notification is received by a PCE froma PCC, the PCE MJST
silently ignore the notification and no errors should be
gener at ed.

* A PCE inplenmentati on SHOULD use a dual -t hreshol d nmechani sm used
to determine whether it is in a congestion state with regards
to specific resource monitoring (e.g. CPU, nenory). The use
of such thresholds is to avoid oscillations between overl oaded/
non-over | oaded state that may result in oscillations of request
targets by the PCCs.

* Optionally, a TLV named OVERLOADED- DURATI ON may be included in
t he NOTI FI CATI ON obj ect that specifies the period of tine
during which no further request should be sent to the PCE
Once this period of tine has el apsed, the PCE should no | onger
be considered in a congested state.

The OVERLQOADED- DURATI ON TLV is conpliant with the PCEP TLV
format defined in Section 7.1 and is conprised of 2 bytes for
the type, 2 bytes specifying the TLV length (length of the

val ue portion in bytes), followed by a fixed-length value field
of a 32-bit flags field.

Type: 2

Length: 4 bytes

Value: 32-bit flags field indicates the estinmated PCE
congestion duration in seconds.

* Notification-value=2: A Notification-type=2, Notification-
val ue=2 indicates that the PCE is no longer in an overl oaded
state and is available to process new path conputation
requests. An inplenentati on SHOULD make sure that a PCE sends
such notification to every PCC to which a Notification nmessage
(with Notification-type=2, Notification-value=1) has been sent
unl ess an OVERLOADED- DURATI ON TLV has been included in the
correspondi ng nessage and the PCE wi shes to wait for the
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expiration of that period of tinme before receiving new
requests. If such notification is received by a PCE from a
PCC, the PCE MJST silently ignore the notification and no
errors should be generated. It is RECOVWENDED to support sone
danpeni ng notification procedure on the PCE so as to avoid too
frequent congestion state and congestion state rel ease
notifications. For exanple, an inplenentation could nake use
of an hysteresis approach using a dual -threshold nmechani smt hat
triggers the sending of congestion state notifications.
Furthernmore, in case of high instabilities of the PCE
resources, an additional danpening nechani sm SHOULD be used
(linear or exponential) to pace the notification frequency and
avoi d oscillation of path conputation requests.

Wien a PCC receives an overload indication froma PCE, it should
consi der the inpact on the entire network. It nust be remenbered
that other PCCs may al so receive the notification, and so many path
comput ati on requests could be redirected to other PCEs. This may, in
turn, cause further overloading at PCEs in the network. Therefore,
an application at a PCC receiving an overload notification should
consi der applying some form of back-off (e.g., exponential) to the
rate at which it generates path conputation requests into the
network. This is especially the case as the nunber of PCEs reporting
over| oad grows.

7.15. PCEP- ERROR bj ect

The PCEP- ERROR object is exclusively carried within a PCErr nessage
to notify of a PCEP error.

PCEP- ERROR nj ect-Class is 13.
PCEP- ERROR bj ect-Type is 1.
The format of the PCEP-ERROR object body is as foll ows:

0 1 2 3
01234567890123456789012345678901
T I T i o ST S S S I mi s o S S S S

| Reserved | FI ags | Error-Type | FError-value |
T o i T S o T s T S e e i S S i St S S S
I Optional TLVs /1
T o i T S o T s T S e e i S S i St S S S

Fi gure 20: PCEP- ERROR (hj ect Body For mat
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A PCEP- ERROR object is used to report a PCEP error and is
characterized by an Error-Type that specifies the type of error and
an Error-val ue that provides additional information about the error
type. Both the Error-Type and the Error-val ue are managed by | ANA
(see the I ANA section).

Reserved (8 bits): This field MIST be set to zero on transm ssion
and MJUST be ignored on receipt.

Flags (8 bits): no flag is currently defined. This flag MJIST be set
to zero on transm ssion and MJST be ignored on receipt.

Error-Type (8 bits): defines the class of error
Error-value (8 bits): provides additional details about the error

Optionally, the PCEP-ERROR object may contain additional TLVs so as
to provide further infornation about the encountered error.

A single PCErr nmessage nmay contain multiple PCEP-ERROR objects.

Vasseur & Le Roux St andar ds Track [ Page 50]



RFC 5440 PCEP March 2009

For each PCEP error, an Error-Type and an Error-val ue are defi ned.

Error-Type Meani ng
1 PCEP sessi on establishnment failure
Error-val ue=1: reception of an invalid Open nessage or
a non Open nessage.
Error-val ue=2: no Open nessage received before the
expiration of the OpenWait tiner
Error-val ue=3: unacceptabl e and non-negoti abl e session
characteristics
Error-val ue=4: unacceptabl e but negotiabl e session
characteristics
Error-val ue=5: reception of a second Open nessage with
still unacceptabl e session
characteristics
Error-val ue=6: reception of a PCErr nessage proposing
unaccept abl e session characteristics
Error-val ue=7: No Keepalive or PCErr nessage received
before the expiration of the KeepWit
tinmer
2 Capability not supported
3 Unknown Obj ect
Error-val ue=1: Unrecogni zed object class
Error-val ue=2: Unrecogni zed object Type
4 Not supported obj ect
Error-val ue=1: Not supported object class
Error-val ue=2: Not supported object Type
5 Policy violation
Error-value=1: C bit of the METRIC object set
(request rejected)
Error-value=2: O bit of the RP object set
(request rejected)
6 Mandat ory Obj ect mi ssing
Error-val ue=1: RP object m ssing
Error-val ue=2: RRO object missing for a reoptim zation
request (R bit of the RP object set)
when bandwi dth is not equal to O.
Error-val ue=3: END PO NTS obj ect mi ssing
Synchroni zed path conputation request nissing
Unknown request reference
Attenpt to establish a second PCEP session
0 Reception of an invalid object
Error-val ue=1: reception of an object with P flag not
set although the P flag nust be set according to this
speci ficati on.

R © 0o~
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The error types |isted above are described bel ow
Error-Type=1: PCEP session establishment failure.

If a mal forned nessage is received, the receiving PCEP peer MJST
send a PCErr nessage with Error-Type=1, Error-val ue=1

If no Open nessage is received before the expiration of the
OpenWait timer, the receiving PCEP peer MJST send a PCErr nessage
with Error-Type=1, Error-value=2 (see Appendix A for details).

If one or nore PCEP session characteristics are unacceptabl e by
the receiving peer and are not negotiable, it MJST send a PCErr
nmessage wWith Error-Type=1, Error-val ue=3.

If an Open nessage is received with unacceptabl e session
characteristics but these characteristics are negotiable, the
recei ving PCEP peer MJST send a PCErr nessage with Error-Type-1
Error-val ue=4 (see Section 6.2 for details).

If a second Open nessage is received during the PCEP session
est abl i shment phase and the session characteristics are still
unacceptabl e, the receiving PCEP peer MJST send a PCErr message
with Error-Type-1, Error-value=5 (see Section 6.2 for details).

If a PCErr nessage is received during the PCEP session
establ i shment phase that contains an Open nessage proposing
unaccept abl e session characteristics, the receiving PCEP peer MJST
send a PCErr nessage with Error-Type=1, Error-val ue=6.

If neither a Keepalive nessage nor a PCErr nessage is received
before the expiration of the KeepWait tiner during the PCEP
sessi on establishment phase, the receiving PCEP peer MJST send a
PCErr nessage with Error-Type=1, Error-value=7

Error-Type=2: the PCE indicates that the path conputation request
cannot be honored because it does not support one or nore required
capability. The correspondi ng path conmputation request MJST be
cancel | ed.

Error-Type=3 or Error-Type=4: if a PCEP nessage is received that
carries a PCEP object (with the P flag set) not recogni zed by the
PCE or recogni zed but not supported, then the PCE MJST send a
PCErr nmessage with a PCEP- ERROR object (Error-Type=3 and 4,
respectively). |In addition, the PCE MAY include in the PCErr
nessage the unknown or not supported object. The correspondi ng
pat h computati on request MJST be cancelled by the PCE without
further notification.
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Error-Type=5: if a path computation request is received that is not
compliant with an agreed policy between the PCC and the PCE, the
PCE MUST send a PCErr nmessage with a PCEP- ERROR object (Error-
Type=5). The correspondi ng path conputati on MJST be cancell ed.
Policy-specific TLVs carried within the PCEP- ERROR object may be
defined in other docunments to specify the nature of the policy

vi ol ati on.

Error-Type=6: if a path conputation request is received that does
not contain a mandatory object, the PCE MJUST send a PCErr message
wi th a PCEP- ERROR object (Error-Type=6). |If there are multiple

mandat ory objects missing, the PCErr nmessage MJST contain one
PCEP- ERROR obj ect per missing object. The corresponding path
comput ati on MJUST be cancel | ed.

Error-Type=7: if a PCC sends a synchroni zed path conputation request
to a PCE and the PCE does not receive all the synchronized path
conmputation requests listed within the correspondi ng SVEC obj ect
after the expiration of the timer SyncTinmer defined in
Section 7.13.3, the PCE MJST send a PCErr nessage with a PCEP-
ERROR obj ect (Error-Type=7). The correspondi ng synchroni zed path
comput ati on MJUST be cancelled. It is RECOMVENDED for the PCE to
i nclude the REQ M SSI NG TLVs (defined below) that identify the
m ssi ng requests.

The REQ- M SSING TLV is conpliant with the PCEP TLV format defi ned
in section 7.1 and is conprised of 2 bytes for the type, 2 bytes

speci fying the TLV length (length of the value portion in bytes),
foll owed by a fixed-length value field of 4 bytes.

Type: 3

Length: 4 bytes

Val ue: 4 bytes that indicate the Request-ID nunber that
corresponds to the missing request.

Error-Type=8: if a PCC receives a PCRep nessage related to an
unknown path conputation request, the PCC MUST send a PCErr
nmessage with a PCEP- ERROR object (Error-Type=8). In addition, the
PCC MUST include in the PCErr nmessage the unknown RP object.

Error-Type=9: if a PCEP peer detects an attenpt from another PCEP
peer to establish a second PCEP session, it MJST send a PCErr
nessage with Error-Type=9, Error-value=1. The existing PCEP
session MJST be preserved and all subsequent nmessages related to
the tentative establishment of the second PCEP sessi on MJST be
silently ignored.
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Error-Type=10: if a PCEP peers receives an object with the P flag
not set although the P flag must be set according to this
specification, it MJST send a PCErr nessage with Error-Type=10,
Error-val ue=1.

7.16. LOAD- BALANCI NG (bj ect

There are situations where no TE LSP with a bandw dth of X could be
found by a PCE al though such a bandw dth requirement could be
satisfied by a set of TE LSPs such that the sum of their bandw dt hs
is equal to X. Thus, it night be useful for a PCC to request a set
of TE LSPs so that the sum of their bandwidth is equal to X Mit/s,
with potentially some constraints on the nunber of TE LSPs and the
m ni nrum bandwi dt h of each of these TE LSPs. Such a request is nade
by inserting a LOAD- BALANCI NG obj ect in a PCReq nessage sent to a
PCE.

The LOAD- BALANCI NG obj ect is optional.

LOAD- BALANCI NG Obj ect-Cl ass is 14.

LOAD- BALANCI NG Obj ect - Type is 1.

The format of the LOAD- BALANCI NG obj ect body is as follows:

0 1 2 3
01234567890123456789012345678901
i T i i e S I ih s o S S ™
| Reserved | Fl ags | Max- LSP |
i T i i e S I ih s o S S ™
| M n- Bandwi dt h |
i T i i e S I ih s o S S ™

Fi gure 21: LQAD- BALANCI NG Obj ect Body For nat

Reserved (16 bits): This field MJIST be set to zero on transm ssion
and MJUST be ignored on receipt.

Flags (8 bits): No flag is currently defined. The Flags field MJST
be set to zero on transm ssion and MJUST be ignored on receipt.

Max-LSP (8 bits): nmaxi num nunber of TE LSPs in the set.
M n-Bandwi dth (32 bits): Specifies the m ni num bandw dth of each
el ement of the set of TE LSPs. The bandwidth is encoded in 32

bits in IEEE floating point format (see [|EEE. 754.1985]),
expressed in bytes per second.
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The LOAD- BALANCI NG obj ect body has a fixed |length of 8 bytes.

If a PCC requests the conputation of a set of TE LSPs so that the sum
of their bandwidth is X, the nmaxi mum nunber of TE LSPs is N, and each
TE LSP nust at |east have a bandwidth of B, it inserts a BANDW DTH
obj ect specifying X as the required bandw dth and a LOAD- BALANCI NG
object with the Max-LSP and M n-Bandwi dth fields set to N and B
respectively.

7.17. CLOSE nhj ect

The CLOSE obj ect MJUST be present in each C ose nessage. There MJST
be only one CLOSE object per O ose nessage. |If a Close nessage is

recei ved that contains nore than one CLOSE object, the first CLOSE

object is the one that must be processed. Oher CLOSE objects MJST
be silently ignored.

CLOSE bject-Cl ass is 15.
CLOSE nj ect-Type is 1.
The format of the CLOSE object body is as foll ows:

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Reserved | FI ags | Reason |
il s T T S S S S S i N T i ST S S S S S e e L T 2

I I
I Optional TLVs /1

T T S T S S e T S S S e s S S

Fi gure 22: CLOSE (bject Format

Reserved (16 bits): This field MJIST be set to zero on transm ssion
and MJUST be ignored on receipt.

Flags (8 bits): No flags are currently defined. The Flag field MJST
be set to zero on transm ssion and MJUST be ignored on receipt.

Reason (8 bits): specifies the reason for closing the PCEP session

The setting of this field is optional. |ANA manages the codespace
of the Reason field. The follow ng values are currently defined:
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Reasons

Val ue Meani ng

No expl anati on provided

DeadTi ner expired

Reception of a mal formed PCEP nmessage

Reception of an unacceptabl e nunber of unknown
requests/replies

Reception of an unacceptabl e nunber of unrecogni zed
PCEP nessages

A WNPEF

(]

Optional TLVs nay be included within the CLOSE object body. The
speci fication of such TLVs is outside the scope of this docunent.

8.

Manageabi l ity Consi derations

This section foll ows the gui dance of [PCE- MANAGE]

8. 1.

Control of Function and Policy

A PCEP i npl enmentati on SHOULD al | ow configuring the foll owi ng PCEP
sessi on paranmeters on the inplenentation

(0]

(0]

(0]

The | ocal Keepalive and DeadTiner (i.e., paraneters sent by the
PCEP peer in an Open nessage),

The maxi mum accept abl e renote Keepalive and DeadTi ner (i.e.,
paraneters received froma peer in an Qpen nessage),

Whet her negotiation is enabled or disabl ed,

If negotiation is allowed, the mini mum acceptabl e Keepal i ve and
DeadTiner tiners received froma PCEP peer,

The SyncTi ner,

The maxi mum nunber of sessions that can be set up,

The request timer, the ampunt of time a PCC waits for a reply
before resending its path conmputation requests (potentially to an
al ternate PCE)

The MAX- UNKNOMN- REQUESTS,

The MAX- UNKNOVWN- MESSAGES

These parameters may be configured as default paraneters for any PCEP
session the PCEP speaker participates in, or may apply to a specific
session with a given PCEP peer or to a specific group of sessions
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with a specific group of PCEP peers. A PCEP inplenentati on SHOULD
allow configuring the initiation of a PCEP session with a sel ected
subset of discovered PCEs. Note that PCE selection is a |oca

i npl enentation issue. A PCEP inplenmentati on SHOULD al | ow confi guring
a specific PCEP session with a given PCEP peer. This includes the
configuration of the followi ng paraneters:

o The IP address of the PCEP peer,
0 The PCEP speaker role: PCC, PCE, or both,

0 Whether the PCEP speaker should initiate the PCEP session or wait
for initiation by the peer,

0 The PCEP session paraneters, as |listed above, if they differ from
the default paraneters,

o0 A set of PCEP policies including the type of operations all owed
for the PCEP peer (e.g., diverse path conputation,
synchroni zation, etc.).
A PCEP inplenmentati on MUST allow restricting the set of PCEP peers
that can initiate a PCEP session with the PCEP speaker (e.g., list of
aut hori zed PCEP peers, all PCEP peers in the area, all PCEP peers in
the AS).
8.2. Information and Data Mbddel s

A PCEP M B nodule is defined in [ PCEP-M B] that describes nanaged
obj ects for nodeling of PCEP conmunication including:

o PCEP client configuration and status,
0 PCEP peer configuration and information,
0 PCEP session configuration and information,
o Notifications to indicate PCEP session changes.
8.3. Liveness Detection and Monitoring
PCEP i ncl udes a keepalive nechanismto check the liveliness of a PCEP
peer and a notification procedure allowing a PCE to advertise its
overl coaded state to a PCC. Also, procedures in order to nonitor the

liveliness and perfornmances of a given PCE chain (in case of
mul ti pl e-PCE path conputation) are defined in [ PCE- MONI TOR] .
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8.4. Verifying Correct Operation

Verifying the correct operation of a PCEP comunication can be
performed by nonitoring various paraneters. A PCEP inplenentation
SHOULD provide the foll owi ng paraneters:

0 Response tine (mininum average, and mexi mun), on a per- PCE- peer
basi s,

0 PCEP session failures,

o Amunt of tinme the session has been in active state,
0 Nunber of corrupted nmessages,

0 Nunber of failed conputations,

0 Nunber of requests for which no reply has been received after the
expiration of a configurable tiner and by verifying that at |east
one path exists that satisfies the set of constraints.

A PCEP inplenmentati on SHOULD | og error events (e.g., corrupted
nmessages, unrecogni zed obj ects).

8.5. Requirenents on G her Protocols and Functional Conponents

PCEP does not put any new requirements on other protocols. As PCEP
relies on the TCP transport protocol, PCEP managenment can make use of
TCP managenent nechani sms (such as the TCP M B defined in [ RFC4022]).

The PCE Di scovery nechani sns ([ RFC5088], [RFC5089]) may have an

i npact on PCEP. To avoid that a high frequency of PCE Discoveries/
Di sappearances triggers a high frequency of PCEP session setups/
deletions, it is RECOMVENDED to introduce some danpening for
establ i shnent of PCEP sessi ons.

8.6. Inpact on Network Operation

In order to avoid any unacceptabl e i npact on network operations, an
i npl enentation SHOULD allow a limt to be placed on the nunber of
sessions that can be set up on a PCEP speaker, and MAY allow a lint
to be placed on the rate of nessages sent by a PCEP speaker and
received froma peer. It MAY also allow sending a notification when
a rate threshold is reached.
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9.

9.

9.

9.

| ANA Consi der ati ons
| ANA assigns values to the PCEP protocol paraneters (nmessages,
obj ects, TLVs).
| ANA established a new top-level registry to contain all PCEP
codepoi nts and sub-registries.
The allocation policy for each newregistry is by I ETF Consensus: new
val ues are assigned through the | ETF consensus process (see
[ RFC5226] ). Specifically, new assignments are nmade via RFCs approved
by the ESG  Typically, the IESG wi |l seek input on prospective
assignnments from appropriate persons (e.g., a relevant Wrking G oup
if one exists).
1. TCP Port
PCEP has been regi stered as TCP port 4189.
2. PCEP Messages

| ANA created a registry for PCEP nessages. Each PCEP nessage has a
nessage type val ue.

Val ue Meani ng Ref er ence
1 Open Thi s docunent
2 Keepal i ve Thi s docunent
3 Pat h Conput ati on Request Thi s docunent
4 Pat h Conputation Reply Thi s docunent
5 Noti fi cation Thi s docunent
6 Error Thi s docunent
7 d ose Thi s docunent

3. PCEP bj ect

| ANA created a registry for PCEP objects. Each PCEP object has an
oj ect-C ass and an Obj ect - Type.

bj ect-d ass Val ue Nane Ref er ence
1 OPEN Thi s docunent
hj ect - Type
1
2 RP Thi s docunent
hj ect - Type
1
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3 NO- PATH Thi s docunent
hj ect - Type
1
4 END- PO NTS Thi s docunent
hj ect - Type

1: |1 Pv4 addresses
2: | Pv6 addresses

5 BANDW DTH Thi s docunent
hj ect - Type
1: Requested bandwi dth
2: Bandwi dth of an existing TE LSP
for which a reoptimzation is perforned.

6 METRI C Thi s docunent
hj ect - Type
1
7 ERO Thi s docunent
hj ect - Type
1
8 RRO Thi s docunent
hj ect - Type
1
9 LSPA Thi s docunent
hj ect - Type
1
10 | RO Thi s docunent
hj ect - Type
1
11 SVEC Thi s docunent
hj ect - Type
1
12 NOTI FI CATI ON Thi s docunent
hj ect - Type
1
13 PCEP- ERROR Thi s docunent
hj ect - Type
1
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14 LOAD- BALANCI NG Thi s docunent
hj ect - Type
1
15 CLCSE Thi s docunent
hj ect - Type
1

9.4. PCEP Message Conmon Header

9.

9.

| ANA created a registry to nmanage the Flag field of the PCEP Message
Conmon Header .

New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)
0 Capability description
o Defining RFC
No bits are currently defined for the PCEP nessage conmon header
5. OQpen bject Flag Field
| ANA created a registry to manage the Flag field of the OPEN object.

New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)
0 Capability description

o Defining RFC

No bits are currently for the OPEN Object flag field.
6. RP (bject

New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)

0 Capability description
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o Defining RFC

Several bits are defined for the RP Cbject flag field in this
docunent. The follow ng val ues have been assi gned:

Codespace of the Flag field (RP Qbject)

Bi t Descri ption Ref er ence
26 Strict/Loose Thi s docunent
27 Bi - di recti onal Thi s docunent
28 Reoptim zation Thi s docunent

29- 31 Priority Thi s docunent

9.7. NO PATH bject Flag Field

| ANA created a registry to manage the codespace of the NI field and
the Flag field of the NO PATH object.

Val ue Meani ng Ref er ence
0 No path satisfying the set Thi s docunent
of constraints could be found
1 PCE chai n broken Thi s docunent

New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)
0 Capability description
o Defining RFC

One bit is defined for the NO PATH Oobject flag field in this
docunent :

Codespace of the Flag field (NO PATH Qbject)
Bi t Descri ption Ref er ence

0 Unsatisfied constraint indicated Thi s docunent
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9.

9.

8.

9.

METRI C Qbj ect

| ANA created a registry to manage the codespace of the T field and
the Flag field of the METRIC bj ect.

Codespace of the T field (Metric Cbject)

Val ue Meani ng Ref er ence
1 | GP netric Thi s docunent
2 TE netric Thi s docunent
3 Hop Counts Thi s docunent

New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)
0 Capability description
o Defining RFC

Several bits are defined in this docunent. The follow ng val ues have
been assi gned:

Codespace of the Flag field (Metric Qbject)

Bi t Descri ption Ref er ence
6 Computed netric Thi s docunent
7 Bound Thi s docunent

LSPA Cbject Flag Field
| ANA created a registry to manage the Flag field of the LSPA object.

New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)
0 Capability description
o Defining RFC

One bit is defined for the LSPA (hject flag field in this docunent:
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Codespace of the Flag field (LSPA Qbject)
Bi t Descri ption Ref er ence

7 Local Protection Desired Thi s docunent

9.10. SVEC bject Flag Field
| ANA created a registry to manage the Flag field of the SVEC object.

New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)
0 Capability description
o Defining RFC

Three bits are defined for the SVEC Chject flag field in this
docunent :

Codespace of the Flag field (SVEC bject)

Bi t Descri ption Ref er ence

21 SRLG Di ver se Thi s docunent
22 Node Di ver se Thi s docunent
23 Li nk Di ver se Thi s docunent

9.11. NOTI FI CATI ON Ovj ect

| ANA created a registry for the Notification-type and Notification-
val ue of the NOTIFI CATI ON obj ect and nanages the code space.

Noti fication-type Nane Ref er ence
1 Pendi ng Request cancel |l ed Thi s docunent
Noti fi cati on-val ue
1. PCC cancels a set of pending requests
2: PCE cancel s a set of pending requests

2 Over | oaded PCE Thi s docunent
Noti fi cati on-val ue
1: PCE in congested state
2: PCE no longer in congested state
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| ANA created a registry to manage the Flag field of the NOTIFI CATI ON

obj ect .

New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)

0 Capability description

o Defining RFC

No bits are currently for the Flag Field of the NOTIFI CATI ON obj ect .
9.12. PCEP- ERROR bj ect

| ANA created a registry for the Error-Type and Error-val ue of the
PCEP Error bject and manages the code space.
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For each PCEP error, an Error-Type and an Error-val ue are defi ned.

Error- Meaning Ref er ence
Type
1 PCEP sessi on establishnment failure Thi s docunent
Error-val ue=1: reception of an invalid Open nessage or
a non Open nessage.
Error-val ue=2: no Open nessage received before the expiration
of the OpenWait tiner
Error-val ue=3: unacceptabl e and non-negoti abl e session
characteristics
Error-val ue=4: unacceptabl e but negoti abl e session
characteristics
Error-val ue=5: reception of a second Open nessage with
still unacceptabl e session characteristics
Error-val ue=6: reception of a PCErr nessage proposing
unaccept abl e session characteristics
Error-value=7: No Keepalive or PCErr nessage received
before the expiration of the KeepWait tiner
Error-val ue=8: PCEP version not supported
2 Capability not supported Thi s docunent
3 Unknown Obj ect Thi s docunent
Error-val ue=1: Unrecogni zed object class
Error-val ue=2: Unrecogni zed object Type
4 Not supported obj ect Thi s docunent
Error-val ue=1: Not supported object class
Error-val ue=2: Not supported object Type
5 Policy violation Thi s docunent
Error-value=1: C bit of the METRI C object set
(request rejected)
Error-value=2: O bit of the RP object cleared
(request rejected)
6 Mandat ory Cbj ect m ssing Thi s docunent
Error-val ue=1: RP object m ssing
Error-value=2: RRO nmissing for a reoptinization
request (R bit of the RP object set)
Error-val ue=3: END PO NTS obj ect m ssing

7 Synchroni zed path conputation request m ssing Thi s docunent
8 Unknown request reference Thi s docunent
9 Attenpt to establish a second PCEP session Thi s docunent
10 Reception of an invalid object Thi s docunent
Error-val ue=1: reception of an object with P flag
not set although the P flag nmust be
set according to this specification.
| ANA created a registry to manage the Flag field of the PCEP-ERROR
obj ect .
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9.

9.

New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)

0 Capability description

o Defining RFC

No bits are currently for the Flag Field of the PCEP- ERROR (bj ect.
13. LOAD BALANCI NG Obj ect Flag Field

| ANA created a registry to manage the Flag field of the LOAD
BALANCI NG obj ect .

New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)
0 Capability description
o Defining RFC

No bits are currently for the Flag Field of the LOAD BALANCI NG
bj ect .

14. CLOSE nhj ect

The CLOSE obj ect MUST be present in each C ose nessage in order to

cl ose a PCEP session. The reason field of the CLOSE object specifies
the reason for closing the PCEP session. The reason field of the
CLOSE obj ect is managed by | ANA

Reasons

Val ue Meani ng

No expl anati on provided

DeadTi ner expired

Reception of a mal formed PCEP nmessage

Reception of an unacceptabl e nunber of unknown
requests/replies

Reception of an unacceptabl e nunber of unrecogni zed
PCEP nessages

A WNPEF

(]

| ANA created a registry to manage the flag field of the CLOSE object.
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New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:

o Bit nunber (counting frombit O as the nost significant bit)

0 Capability description

o Defining RFC

No bits are currently for the Flag Field of the CLOSE (bject.
9.15. PCEP TLV Type Indicators

| ANA created a registry for the PCEP TLVs.

Val ue Meani ng Ref er ence
1 NO PATH VECTOR TLV Thi s docunent
2 OVERLOAD- DURATI ON TLV Thi s docunent
3 REQ M SSI NG TLV Thi s docunent

9.16. NO PATH VECTOR TLV
| ANA nmanages the space of flags carried in the NO PATH VECTOR TLV
defined in this docunent, nunmbering themfromO as the | east
significant bit.
New bit nunbers may be allocated only by an | ETF Consensus acti on.
Each bit should be tracked with the follow ng qualities:
o Bit nunber (counting frombit O as the nost significant bit)

0 Nane flag

0o Reference

Bit Number Name Ref er ence
31 PCE currently unavail abl e Thi s docunent
30 Unknown desti nation Thi s document
29 Unknown source Thi s document
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10.

10.

Security Considerations
1. Vulnerability

Attacks on PCEP may result in danage to active networks. |If path
comput ati on responses are changed, the PCC may be encouraged to set
up i nappropriate LSPs. Such LSPs m ght deviate to parts of the
network susceptible to snooping, or might transit congested or
reserved links. Path conmputation responses nay be attacked by

nodi fication of the PCRep nessage, by inpersonation of the PCE, or by
nodi fication of the PCReq to cause the PCE to performa different
conputation fromthat which was originally requested.

It is also possible to damage the operation of a PCE through a
variety of denial-of-service attacks. Such attacks can cause the PCE
to becone congested with the result that path conputations are
supplied too slowy to be of value for PCCs. This could lead to

sl ower -t han- acceptabl e recovery tinmes or del ayed LSP establi shnment.
In extreme cases, it may be that service requests are not satisfied.

PCEP coul d be the target of the follow ng attacks:

0 Spoofing (PCC or PCE inpersonation)

0 Snoopi ng (nmessage interception)

o Falsification

0 Denial of Service

In inter-AS scenari os when PCE-to-PCE comuni cation is required,
attacks may be particularly significant with commercial as well as
service-level inplications.

Addi tionally, snooping of PCEP requests and responses nmay give an
attacker information about the operation of the network. Sinply by
vi ewi ng the PCEP nessages soneone can deternine the pattern of
service establishment in the network and can know where traffic is
bei ng routed, thereby making the network susceptible to targeted
attacks and the data within specific LSPs vul nerabl e.

The follow ng sections identify nechanisms to protect PCEP agai nst
security attacks.
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10.2. TCP Security Techni ques

At the tine of witing, TCP-MD5 [RFC2385] is the only avail abl e
security mechani smfor securing the TCP connections that underly PCEP
sessi ons.

As explained in [ RFC2385], the use of MD5 faces sone linmitations and
does not provide as high a level of security as was once believed. A
PCEP i npl enent ati on supporting TCP- MD5 SHOULD be desi gned so that
stronger security keying techniques or algorithms that may be
specified for TCP can be easily integrated in future rel eases.

The TCP Aut hentication Option [ TCP-AUTH (TCP-AO specifies new
security procedures for TCP, but is not yet conplete. Since it is
believed that [ TCP-AUTH will offer significantly inproved security
for applications using TCP, inplenenters should expect to update
their inplementation as soon as the TCP Aut hentication Option is
publ i shed as an RFC

| mpl enent ati ons MJST support TCP-MD5 and shoul d rmake the security
function available as a configuration option.

Operators will need to observe that some depl oyed PCEP
i npl erentations may pre-date the conpletion of [TCP-AUTH], and it
will be necessary to configure policy for secure conmunication

bet ween PCEP speakers that support the TCP Authentication Option, and
those that don't.

An alternative approach for security over TCP transport is to use the
Transport Layer Security (TLS) protocol [RFC5246]. This provides
protection agai nst eavesdroppi ng, tanpering, and nmessage forgery.

But TLS doesn’'t protect the TCP connection itself, because it does
not authenticate the TCP header. Thus, it is vulnerable to attacks
such as TCP reset attacks (sonething agai nst which TCP- MD5 does
protect). The use of TLS would, however, require the specification
of how PCEP initiates TLS handshaki ng and how it interprets the
certificates exchanged in TLS. That specification is out of the
scope of this docunent, but could be the subject of future work.

10.3. PCEP Authentication and Integrity
Aut hentication and integrity checks allow the receiver of a PCEP
nmessage to know that the nessage genuinely comes fromthe node that

purports to have sent it and to know whet her the nessage has been
nodi fi ed.
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10.

10.

The TCP-MD5 mechani sm [ RFC2385] described in the previous section
provi des such a nechani sm subject to the concerns listed in [ RFC2385]
and [ RFC4278]. These issues will be addressed and resol ved by

[ TCP- AUTH] .

4. PCEP Privacy

Ensuri ng PCEP comuni cation privacy is of key inportance, especially
in an inter-AS context, where PCEP comuni cati on end-points do not
reside in the sane AS, as an attacker that intercepts a PCE nessage
coul d obtain sensitive information related to conputed paths and
resources.

PCEP privacy can be ensured by encryption. TCP MAY be run over |Psec
[ RFC4303] tunnels to provide the required encryption. Note that

| Psec can al so ensure authentication and integrity; in which case,
TCP-MD5 or TCP- AO woul d not be required. However, there is sone
concern that IPsec on this scale would be hard to configure and
operate. Use of IPSec with PCEP is out of the scope of this docunent
and may be addressed in a separate docunent.

5. Key Configuration and Exchange

Aut henti cati on, tanper protection, and encryption all require the use
of keys by sender and receiver.

Al t hough key configuration per session is possible, it may be
particularly onerous to operators (in the sane way as for the Border
Gat eway Protocol (BGP) as discussed in [BGP-SEC]). |If there is a
relatively small nunmber of PCCs and PCEs in the network, manual key
configurati on MAY be considered a valid choice by the operator
although it is inportant to be aware of the vulnerabilities

i ntroduced by such nmechanisns (i.e., configuration errors, social
engi neering, and carel essness could all give rise to security
breaches). Furthernore, nmanually configured keys are less likely to
be regul arly updated which also i ncreases the security risk. Were
there is a |large nunber of PCCs and PCEs, the operator could find

t hat key configuration and mai ntenance is a significant burden as
each PCC needs to be configured to the PCE

An alternative to individual keys is the use of a group key. A group
key is common know edge anong all menbers of a trust domain. Thus,
since the routers in an IGP area or an AS are part of a conmpn trust
domai n [ MPLS- SEC], a PCEP group key MAY be shared anong all PCCs and
PCEs in an I GP area or AS. The use of a group key will considerably
sinplify the operator’s configuration task while continuing to secure

Vasseur & Le Roux St andards Track [ Page 71]



RFC 5440 PCEP March 2009

PCEP agai nst attack from outside the network. However, it nust be
noted that the nmore entities that have access to a key, the greater
the risk of that key becom ng public.

Wth the use of a group key, separate keys would need to be
configured for the PCE-to-PCE comuni cations that cross trust domain
(e.g., AS) boundaries, but the nunber of these relationships is
likely to be very small

PCE di scovery ([ RFC5088] and [RFC5089]) is a significant feature for
the successful deploynment of PCEP in |arge networks. This mechani sm
allows a PCC to discover the existence of suitable PCEs within the
network without the necessity of configuration. It should be obvious
that, where PCEs are discovered and not configured, the PCC cannot
know the correct key to use. There are three possible approaches to
this problemthat retain sonme aspect of security:

0 The PCCs nmay use a group key as previously discussed.

0 The PCCs may use sone form of secure key exchange protocol with
the PCE (such as the Internet Key Exchange protocol v2 (1IKE)
[ RFC4306]). The drawback to this is that | KE inplenentations on
routers are not common and this may be a barrier to the depl oynent
of PCEP. Details are out of the scope of this docunent and may be
addressed in a separate docunent.

0 The PCCs nay nake use of a key server to determnmine the key to use
when talking to the PCE. To sonme extent, this is just nmoving the
probl em since the PCC s comunications with the key server nust
al so be secure (for exanple, using Kerberos [RFC4120]), but there
may sonme (minor) benefit in scaling if the PCCis to |earn about
several PCEs and only needs to know one key server. Note that key
servers currently have very limted inplenentation. Details are
out of the scope of this docunent and may be addressed in a
separate docunent.

PCEP rel ationships are likely to be long-lived even if the PCEP
sessions are repeatedly closed and re-established. Were protocol
rel ati onshi ps persist for a | arge nunber of protocol interactions or
over a long period of tinme, changes in the keys used by the protocol
peers is RECOMVENDED [ RFC4107]. Note that TCP-MD5 does not allow the
key to be changed without closing and reopening the TCP connection
whi ch would result in the PCEP session being term nated and needing
to be restarted. That might not be a significant issue for PCEP
Note al so that the plans for the TCP Authentication Option [ TCP- AUTH|
will allow dynam c key change (roll-over) for an active TCP
connecti on.
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I f key exchange is used (for exanple, through IKE), then it is
relatively sinple to support dynam ¢ key updates and apply these to
PCEP.

Not e that in-band key managenent for the TCP Aut hentication Option
[ TCP-AUTH] is currently unresol ved.

[ RFC3562] sets out sonme of the issues for the key managenent of
secure TCP connecti ons.

10. 6. Access Policy

Unaut hori zed access to PCE function represents a variety of potential
attacks. Not only may this be a sinple denial-of-service attack (see
Section 10.7), but it would be a nechanismfor an intruder to
determ ne inportant information about the network and operational
network policies sinply by inserting bogus computation requests.
Furthernore, false conputation requests could be used to predict
where traffic will be placed in the network when real requests are
made, allowing the attacker to target specific network resources.

PCEs SHOULD be configurable for access policy. Were authentication
is used, access policy can be achieved through the exchange or
configuration of keys as described in Section 10.5. More sinple
pol i cies MAY be configured on PCEs in the formof access |lists where
the | P addresses of the legitimate PCCs are listed. Policies SHOULD
al so be configurable to limt the type of conputation requests that
are supported fromdifferent PCCs.

It is RECOWENDED t hat access policy violations are | ogged by the PCE
and are avail able for inspection by the operator to determni ne whether
attenpts have been nmade to attack the PCE. Such mechani sne MJST be
Iightweight to prevent them from being used to support denial -of -
service attacks (see Section 10.7).

10.7. Protection against Denial -of-Service Attacks
Deni al - of -service (DoS) attacks could be nmounted at the TCP | evel or
at the PCEP level. That is, the PCE could be attacked through
attacks on TCP or through attacks within established PCEP sessions.
10.7.1. Protection against TCP DoS Attacks
PCEP can be the target of TCP DoS attacks, such as for instance SYN
attacks, as is the case for all protocols that run over TCP. O her

protocol specifications have investigated this problemand PCEP can
share their experience. The reader is referred to the specification
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of the Label Distribution Protocol (LDP) [RFC5036] for exanple. 1In
order to protect against TCP DoS attacks, PCEP inplenentations can
support the follow ng techniques.

0 PCEP uses a single registered port for all conmunications. The
PCE SHOULD listen for TCP connections only on ports where
communi cation is expected.

o The PCE MAY inplement an access list to imediately reject (or
di scard) TCP connection attenpts from unaut hori zed PCCs.

o0 The PCE SHOULD NOT all ow parallel TCP connections fromthe sane
PCC on the PCEP-registered port.

o The PCE MAY require the use of the MD5 option on all TCP
connections, and MAY reject (or discard) any connection setup
attenpt that does not use MD5. A PCE MJST NOT accept any SYN
packet for which the MD5 segnment checksumis invalid. Note,
however, that the use of MD5 requires that the receiver use CPU
resources to conpute the checksum before it can decide to discard
an ot herwi se acceptabl e SYN segnent.

10.7.2. Request Input Shapi ng/Policing

A PCEP inplenmentati on nay be subject to DoS attacks within a
legitimate PCEP session. For exanple, a PCC might send a very |arge
nunber of PCReq nessages causing the PCE to becone congested or
causi ng requests fromother PCCs to be queued.

Note that the direct use of the Priority field on the RP object to
prioritize received requests does not provide any protection since
the attacker could set all requests to be of the highest priority.

Therefore, it is RECOWENDED that PCE inpl enentations include input
shapi ng/ pol i ci ng mechani sns that either throttle the requests
received fromany one PCC, or apply queuing or priority-degradation
techni ques to over-comuni cati ve PCCs.

Such nmechani sms MAY be set by default, but SHOULD be avail able for
configuration. Such techniques may be considered particularly
important in multi-service-provider environments to protect the
resources of one service provider fromunwarranted, over-zeal ous, or
mal i ci ous use by PCEs in another service provider.
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Appendix A PCEP Finite State Machi ne (FSM

The section describes the PCEP finite state machine (FSM. PCEP
Finite State Machine
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Figure 23: PCEP Finite State Machine for the PCC
PCEP defines the follow ng set of variables:
Connect: the timer (in seconds) started after having initialized a
TCP connection using the PCEP-registered TCP port. The val ue of
the Connect tinmer is 60 seconds.

ConnectRetry: the nunmber of tines the systemhas tried to establish
a TCP connection with a PCEP peer wi thout success.
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Connect MaxRetry: the maxi mum nunber of tinmes the systemtries to
establish a TCP connection using the PCEP-regi stered TCP port
bef ore going back to the Idle state. The value of the
Connect MaxRetry is 5.

QpenWait: the timer that corresponds to the anmount of tine a PCEP
peer will wait to receive an Open nessage fromthe PCEP peer after
the expiration of which the systemrel eases the PCEP resource and
goes back to the Idle state. The OpenWait tinmer has a fixed val ue
of 60 seconds.

KeepWait: the tinmer that corresponds to the anmpbunt of tinme a PCEP
peer will wait to receive a Keepalive or a PCErr nessage fromthe
PCEP peer after the expiration of which the systemrel eases the
PCEP resource and goes back to the Idle state. The KeepWait timer
has a fixed value of 60 seconds.

OpenRetry: the nunber of times the system has received an Qpen
nessage Wi th unacceptabl e PCEP session characteristics.

The following two state variables are defined:

RenoteOK: a boolean that is set to 1 if the system has received an
accept abl e Open nessage.

Local OK: a boolean that is set to 1 if the systemhas received a
Keepal i ve nessage acknow edgi ng that the Open nessage sent to the
peer was vali d.

Idle State:

The idle state is the initial PCEP state where the PCEP (al so

referred to as "the systen’) waits for an initialization event that

can either be nanually triggered by the user (configuration) or
automatically triggered by various events. 1In Idle state, PCEP
resources are allocated (nenory, potential process, etc.) but no PCEP
nmessages are accepted from any PCEP peer. The systemlistens to the

PCEP-regi stered TCP port.

The followi ng set of variables are initialized:

TCPRet r y=0,
Local OK=0,
Renot eOK=0,

OpenRet ry=0
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Upon detection of a local initialization event (e.g., user
configuration to establish a PCEP session with a particul ar PCEP
peer, local event triggering the establishnent of a PCEP session with
a PCEP peer such as the automatic detection of a PCEP peer), the
system

o Initiates a TCP connection with the PCEP peer,

o Starts the Connect tiner,

o Moves to the TCPPendi ng state.

Upon receiving a TCP connection on the PCEP-registered TCP port, if
the TCP connection establishnent succeeds, the system

0 Sends an Open nessage,
0 Starts the QpenWait timer
0 Myves to the OpenWait state.

If the connection establishment fails, the systemrenmains in the ldle
state. Any other event received in the Idle state is ignored.

It is expected that an inplenmentation will use an exponentially
increasing timer between automatically generated Initialization
events and between retries of TCP connection establishnment.
TCPPendi ng St at e:

If the TCP connection establishment succeeds, the system

0 Sends an Open nessage,

0 Starts the QpenWait timer

0 Myves to the OpenWait state.

If the TCP connection establishment fails (an error is detected
during the TCP connection establishnment) or the Connect timer

expires:

o |If ConnectRetry = Connect MaxRetry, the system noves to the Idle
St at e.
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o |If ConnectRetry < Connect MaxRetry, the system
1. Initiates of a TCP connection with the PCEP peer,
2. Increnments the ConnectRetry variabl e,
3. Restarts the Connect tinmer,
4. Stays in the TCPPendi ng state.

In response to any other event, the systemrel eases the PCEP
resources for that peer and noves back to the Idle state.

OpenVit State:

In the OpenWdit state, the systemwaits for an Open nessage fromits
PCEP peer.

If the systemreceives an Open nessage fromthe PCEP peer before the
expiration of the OpenWait timer, the systemfirst exam nes all of
its sessions that are in the OpenWait or KeepWait state. |f another
session with the same PCEP peer already exists (sane | P address),
then the systemperfornms the follow ng collision-resolution

pr ocedur e:

o If the systemhas initiated the current session and it has a | ower
| P address than the PCEP peer, the system closes the TCP
connection, releases the PCEP resources for the pending session,
and noves back to the Idle state.

o If the session was initiated by the PCEP peer and the system has a
hi gher |1 P address that the PCEP peer, the systemcloses the TCP
connection, releases the PCEP resources for the pending session,
and noves back to the Idle state.

0 Oherw se, the system checks the PCEP session attributes
(Keepal i ve frequency, DeadTiner, etc.).

If an error is detected (e.g., malfornmed Open nessage, reception of a
nmessage that is not an Qpen nessage, presence of two OPEN objects),
PCEP generates an error notification, the PCEP peer sends a PCErr
nmessage with Error-Type=1 and Error-value=1l. The systemrel eases the
PCEP resources for the PCEP peer, closes the TCP connection, and
noves to the ldle state.
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If no errors are detected, OpenRetry=1, and the session
characteristics are unacceptable, the PCEP peer sends a PCErr with
Error-Type=1 and Error-value=5, and the systemrel eases the PCEP
resources for that peer and noves back to the Idle state.

If no errors are detected, and the session characteristics are
acceptable to the local system the system

0 Sends a Keepalive nmessage to the PCEP peer,
0o Starts the Keepalive tiner,
0 Sets the RenpteX variable to 1.

I f Local OK=1, the systemclears the OpenWait tiner and noves to the
UP state.

I f Local OK=0, the systemclears the OpenWait tiner, starts the
KeepWait tinmer, and noves to the KeepWait state.

If no errors are detected, but the session characteristics are
unaccept abl e and non-negoti abl e, the PCEP peer sends a PCErr with
Error-Type=1 and Error-value=3, and the systemrel eases the PCEP
resources for that peer and noves back to the Idle state.

If no errors are detected, and OpenRetry is 0, and the session
characteristics are unacceptabl e but negotiable (such as, the
Keepal i ve period or the DeadTimer), then the system

0 Increnments the OpenRetry vari abl e,

0 Sends a PCErr message with Error-Type=1 and Error-val ue=4 that
contai ns proposed acceptabl e session characteri sti cs,

o If Local K=1, the systemrestarts the OpenWait tiner and stays in
the OpenWait state.

o If Local K=0, the systemclears the CpenWait tiner, starts the
KeepWait tinmer, and noves to the KeepWait state.

If no Open nessage is received before the expiration of the OpenWit
timer, the PCEP peer sends a PCErr nessage with Error-Type=1 and
Error-val ue=2, the systemrel eases the PCEP resources for the PCEP
peer, closes the TCP connection, and noves to the Idle state.

In response to any other event, the systemrel eases the PCEP
resources for that peer and noves back to the Idle state.
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KeepWait State:

In the Keepwait state, the systemwaits for the receipt of a
Keepalive fromits PCEP peer acknow edging its Qpen nessage or a
PCErr nessage in response to unacceptabl e PCEP session
characteristics proposed in the Open nessage.

If an error is detected (e.g., malforned Keepalive nessage), PCEP
generates an error notification, the PCEP peer sends a PCErr nessage
with Error-Type=1 and Error-value=1. The systemrel eases the PCEP
resources for the PCEP peer, closes the TCP connection, and noves to
the Idle state.

If a Keepalive nessage is received before the expiration of the
KeepWait timer, then the system sets Local OK=1 and:

o If RenpteOK=1, the systemclears the KeepWait tinmer and noves to
the UP state.

0o If RenpteOK=0, the systemclears the KeepWait tinmer, starts the
OpenWait tinmer, and noves to the OpenWait State

If a PCErr nessage is received before the expiration of the KeepWit
timer:

1. If the proposed val ues are unacceptable, the PCEP peer sends a
PCErr nessage with Error-Type=1 and Error-val ue=6, and the system
rel eases the PCEP resources for that PCEP peer, closes the TCP
connection, and noves to the Idle state.

2. |If the proposed values are acceptable, the systemadjusts its
PCEP session characteristics according to the proposed val ues
received in the PCErr nmessage, restarts the KeepWait tiner, and
sends a new Qpen nessage. |If RenmpbteK=1l, the systemrestarts the
KeepWait tinmer and stays in the KeepWait state. |f RenpteOK=0,
the systemclears the KeepWait timer, starts the OpenWait tiner,
and noves to the OpenWait state.

If neither a Keepalive nor a PCErr is received after the expiration
of the KeepWait tiner, the PCEP peer sends a PCErr message with
Error-Type=1 and Error-value=7, and the systemrel eases the PCEP
resources for that PCEP peer, closes the TCP connection, and noves to
the Idle State.

In response to any other event, the systemrel eases the PCEP
resources for that peer and noves back to the Idle state.
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UP State:

In the UP state, the PCEP peer starts exchangi ng PCEP nessages
according to the session characteristics.

If the Keepalive timer expires, the systemrestarts the Keepalive
timer and sends a Keepalive nessage.

If no PCEP nessage (Keepalive, PCReq, PCRep, PCNtf) is received from
the PCEP peer before the expiration of the DeadTi ner, the system
term nates the PCEP session according to the procedure defined in
Section 6.8, releases the PCEP resources for that PCEP peer, closes
the TCP connection, and noves to the lIdle State.

If a mal forned nessage is received, the systemterninates the PCEP
sessi on according to the procedure defined in Section 6.8, rel eases
the PCEP resources for that PCEP peer, closes the TCP connection and
noves to the lIdle State.

If the system detects that the PCEP peer tries to set up a second TCP
connection, it stops the TCP connection establishnment and sends a
PCErr with Error-Type=9.

If the TCP connection fails, the systemrel eases the PCEP resources
for that PCEP peer, closes the TCP connection, and nmoves to the Idle
St at e.

Appendi x B. PCEP Vari abl es
PCEP defines the follow ng configurable variabl es:

Keepalive tinmer: minimmperiod of tine between the sending of PCEP
nessages (Keepalive, PCReq, PCRep, PCNtf) to a PCEP peer. A
suggested value for the Keepalive tinmer is 30 seconds.

DeadTiner: period of timer after the expiration of which a PCEP peer
decl ares the session down if no PCEP nessage has been received.

SyncTimer: tiner used in the case of synchronized path conputation
request using the SVEC object defined in Section 7.13.3. Consider
the case where a PCReq nessage is received by a PCE that contains
the SVEC object referring to M synchroni zed path conputation
requests. |If after the expiration of the SyncTinmer all the Mpath
comput ati on requests have not been received, a protocol error is
triggered and the PCE MJST cancel the whole set of path
comput ation requests. The aimof the SyncTiner is to avoid the
storage of unused synchroni zed requests shoul d one of them get
| ost for some reason (e.g., a msbehaving PCC). Thus, the value
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of the SyncTimer nmust be | arge enough to avoid the expiration of
the timer under normal circunstances. A RECOVMMENDED val ue for the
SyncTinmer is 60 seconds.

MAX- UNKNOWN REQUESTS: A RECOMMENDED val ue is 5.
MAX- UNKNOAN- MESSACGES: A RECOMMENDED val ue is 5.
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