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Abstract

Thi s docunent anal yzes security issues around inplenmentation and use
of the Direct Data Pl acenent Protocol (DDP) and Renote Direct Menory
Access Protocol (RDVAP). It first defines an architectural nodel for
an RDVA Network Interface Card (RNIC), which can inplenent DDP or
RDVAP and DDP. The docunent reviews various attacks agai nst the
resources defined in the architectural nodel and the counterneasures
that can be used to protect the system Attacks are grouped into
those that can be nmitigated by using secure comuni cati on channel s
across the network, attacks from Renote Peers, and attacks from Local
Peers. Attack categories include spoofing, tanpering, information

di scl osure, denial of service, and elevation of privilege.
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1.

| nt roducti on

RDVA enabl es new | evel s of flexibility when comruni cati ng between two
parties conpared to current conventional networking practice (e.g., a
stream based nodel or datagramnodel). This flexibility brings new
security issues that nust be carefully understood when designing
Upper Layer Protocols (ULPs) utilizing RDMA and when inpl enenting
RDVA- aware NICs (RNICs). Note that for the purposes of this security
analysis, an RNIC may i npl emrent RDVAP [ RDMAP] and DDP [ DDP], or just
DDP. Also, a ULP may be an application or it may be a m ddl eware
library.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.

Additionally, the security term nology defined in [ RFC4949] is used
in this specification

The docunent first develops an architectural nodel that is rel evant
for the security analysis. Section 2 details conponents, resources,
and system properties that nmay be attacked. The docunment uses Local
Peer to represent the RDMA/ DDP protocol inplenentation on the | ocal
end of a Stream (inplenented with a transport protocol, such as

[ RFC793] or [RFC4960]). The local Upper-Layer-Protocol (ULP) is used
to represent the application or mddle-ware | ayer above the Local
Peer. The docunent does not attenpt to differentiate between a
Renote Peer and a Renote ULP (an RDMA/ DDP protocol inplenmentation on
the renote end of a Stream versus the application on the renote end)
for several reasons: often, the source of the attack is difficult to
know for sure and, regardless of the source, the nmitigations required
of the Local Peer or local ULP are the sane. Thus, the docunent
generically refers to a Renote Peer rather than trying to further
del i neate the attacker

The docunent then defines what resources a |local ULP may share across
Streanms and what resources the local ULP may share with the Renote
Peer across Streans in Section 3.

Intentional sharing of resources between nultiple Streans may inply
some | evel of trust between the Streans. However, sone types of
resource sharing have unmitigated security attacks, which would
mandate not sharing a specific type of resource unless there is some
| evel of trust between the Streans sharing resources.
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Thi s docunent defines a newterm "Partial Mitual Trust", to address
this concept:

Partial Miutual Trust - a collection of RDVAP/ DDP Streans, which
represent the local and renote end points of the Streamthat are
willing to assune that the Streans fromthe collection will not
perform malici ous attacks against any of the other Streans in the
col l ection

ULPs have explicit control of which collection of endpoints is in a
Partial Mitual Trust collection through tools discussed in Appendi x
C, Partial Trust Taxonony.

An untrusted peer relationship is appropriate when a ULP w shes to
ensure that it will be robust and unconproni sed even in the face of a
deliberate attack by its peer. For exanple, a single ULP that
concurrently supports nultiple unrelated Streans (e.g., a server)
woul d presunmably treat each of its peers as an untrusted peer. For a
collection of Streanms that share Partial Mtual Trust, the assunption
is that any Streamnot in the collection is untrusted. For the
untrusted peer, a brief list of capabilities is enunerated in Section
4.

The rest of the docunent is focused on anal yzing attacks and
reconmendi ng specific mitigations to the attacks. Attacks are
categorized into attacks mitigated by end-to-end security, attacks
initiated by Renbte Peers, and attacks initiated by Local Peers. For
each attack, possible counterneasures are revi ewed.

ULPs within a host are divided into two categories - Privileged and
Non-Privileged. Both ULP types can send and receive data and request
resources. The key differences between the two are:

The Privileged ULP is trusted by the |ocal systemnot to

mal i ci ously attack the operating environnent, but it is not
trusted to optim ze resource allocation globally. For exanple,
the Privileged ULP could be a kernel ULP; thus, the kerne
presumably has in sone way vetted the ULP before allowing it to
execut e.

A Non-Privileged ULP' s capabilities are a |ogical sub-set of the

Privileged ULP's. It is assunmed by the local systemthat a Non-

Privileged ULP is untrusted. Al Non-Privileged ULP interactions
with the RNIC Engine that could affect other ULPs need to be done
through a trusted internediary that can verify the Non-Privil eged
ULP requests.
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The appendi ces provide focused summaries of this specification.
Appendi x A, ULP Issues for RDDP Cient/Server Protocols, focuses on
i npl enenters of traditional client/server protocols. Appendix B
Summary of RNIC and ULP | npl enentation Requirenents, summarizes all
normative requirenents in this specification. Appendix C, Partial
Trust Taxonomy, provides an abstract nodel for categorizing trust
boundari es.

| f an RDMAP/ DDP protocol inplenentation uses the nitigations
reconmended in this docunment, that inplenentation should not exhibit
addi tional security vulnerabilities above and beyond those of an

i npl ementation of the transport protocol (i.e., TCP or SCTP) and
protocols beneath it (e.g., IP) w thout RDWVAP/ DDP

2. Architectural Model

This section describes an RDVA architectural reference nodel that is
used as security issues are examned. |t introduces the conponents
of the nodel, the resources that can be attacked, the types of

i nteractions possi bl e between conponents and resources, and the
system properties that must be preserved.

Figure 1 shows the conponents conprising the architecture and the

i nterfaces where potential security attacks could be | aunched.
External attacks can be injected into the systemfroma ULP that sits
above the RNIC Interface or fromthe network.

The intent here is to describe high |level conmponents and capabilities
that affect threat analysis, and not focus on specific inplenmentation
options. Also note that the architectural nodel is an abstraction,
and an actual inplenmentati on nmay choose to subdivide its conmponents
along different boundary lines fromthose defined here. For exanple,
the Privil eged Resource Manager may be partially or conpletely
encapsul ated in the Privileged ULP. Regardless, it is expected that
the security analysis of the potential threats and counterneasures

still apply.
Note that the nodel below is derived fromseveral specific RDVA

i npl ementations. A few of note are [ VERBS- RDMAC], [ VERBS- RDVAC-
Overview, and [INFI NI BAND] .
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Figure 1 - RDMA Security Model
2.1. Components
The conmponents shown in Figure 1 - RDVA Security Mdel are:

* RDVA Network Interface Controller Engine (RNIC) - The conponent
that inplements the RDVMA protocol and/or DDP prot ocol

* Privil eged Resource Manager - The conponent responsible for
managi ng and al |l ocating resources associated with the RNIC
Engi ne. The Resource Manager does not send or receive data.
Not e that whether the Resource Manager is an independent
conmponent, part of the RNIC, or part of the ULP is inplenentation
dependent.
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* Privileged ULP - See Section 1, Introduction, for a definition of
Privileged ULP. The local host infrastructure can enable the
Privileged ULP to map a Data Buffer directly fromthe RN C Engi ne
to the host through the RNIC Interface, but it does not allow the
Privileged ULP to directly consune RNl C Engi ne resources.

* Non-Privil eged ULP - See Section 1, Introduction, for a
definition of Non-Privileged ULP

A design goal of the DDP and RDVAP protocols is to allow, under
constrained conditions, Non-Privileged ULP to send and receive data
directly to/fromthe RDVA Engi ne without Privileged Resource Manager
intervention, while ensuring that the host remains secure. Thus, one
of the primary goals of this docunment is to analyze this usage node
for the enforcenent that is required in the RNIC Engine to ensure
that the systemrenai ns secure.

DDP provi des two nechani snms for transferring data:

* Unt agged Data Transfer - The incomi ng payl oad sinply consunes the
first buffer in a queue of buffers that are in the order
specified by the receiving Peer (conmonly referred to as the
Recei ve Queue), and

* Tagged Data Transfer - The Peer transnitting the payl oad
explicitly states which destination buffer is targeted, through
use of an STag. STag-based transfers allow the receiving ULP to
be indifferent to what order (or in what nessages) the opposite
Peer sent the data, or in what order packets are received.

Both data transfer nechanisnms are al so enabl ed t hrough RDVAP, wth
addi tional control semantics. Typically, Tagged Data Transfer can be
used for payload transfer, while Untagged Data Transfer is best used
for control messages. However, each Upper Layer Protocol can
determ ne the optinal use of Tagged and Untagged nessages for itself.
See [APPLI CABILITY] for nore information on application applicability
for the two transfer nechanisns.

For DDP, the two forms correspond to Untagged and Tagged DDP
Messages, respectively. For RDVAP, the two forns correspond to Send
Type Messages and RDVA Messages (either RDMA Read or RDVA Wite
Messages), respectively.
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The host interfaces that could be exercised include:

* Privileged Control Interface - A Privileged Resource Manager uses
the RNIC Interface to allocate and manage RNI C Engi ne resources,
control the state within the RNIC Engi ne, and nonitor various
events fromthe RNIC Engine. It also uses this interface to act
as a proxy for some operations that a Non-Privileged ULP nmay
require (after perforning appropriate countermnmeasures).

* ULP Control Interface - A ULP uses this interface to the
Privileged Resource Manager to allocate RNI C Engi ne resources.
The Privil eged Resource Manager inplenents counterneasures to
ensure that, if the Non-Privileged ULP | aunches an attack, it can
prevent the attack from affecting other ULPs.

* Non-Privil eged Data Transfer Interface - A Non-Privileged ULP
uses this interface to initiate and check the status of data
transfer operations.

* Privileged Data Transfer Interface - A superset of the
functionality provided by the Non-Privileged Data Transfer
Interface. The ULP is allowed to directly mani pul ate RNI C Engi ne
mappi ng resources to nap an STag to a ULP Data Buffer.

If Internet control nessages, such as ICVMP, ARP, RIPv4, etc. are
processed by the RNIC Engi ne, the threat anal yses for those protocols
is also applicable, but outside the scope of this docunent.

2. 2. Resour ces

This section describes the primary resources in the RNl C Engi ne that
could be affected if under attack. For RDVAP, all the defined
resources apply. For DDP, all the resources except the RDVA Read

Queue apply.
2.2.1. Stream Context Menory

The state information for each Streamis maintained in nmenory, which
could be located in a nunber of places - on the NIC, inside RAM
attached to the NIC, in host nmenory, or in any combination of the
three, depending on the inplenmentation

Stream Cont ext Menory includes state associated with Data Buffers.
For Tagged Buffers, this includes how STag nanes, Data Buffers, and
Page Transl ation Tables (see Section 2.2.3) interrelate. It also
includes the list of Untagged Data Buffers posted for reception of
Unt agged Messages (commonly call ed the Receive Queue), and a list of
operations to performto send data (commonly called the Send Queue).
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2.2.2. Data Buffers

As nmentioned previously, there are two different ways to expose a
local ULP's Data Buffers for data transfer: Untagged Data Transfer,
where a buffer can be exposed for receiving RDVAP Send Type Messages
(a. k.a. DDP Untagged Messages) on DDP Queue zero, or Tagged Data
Transfer, where the buffer can be exposed for renpte access through
STags (a. k.a. DDP Tagged Messages). This distinction is inportant
because the attacks and the counterneasures used to protect against
the attack are different depending on the nethod for exposing the
buffer to the network.

For the purposes of the security discussion, for Tagged Data
Transfer, a single logical Data Buffer is exposed with a single STag
on a given Stream Actual inplenmentations may support scatter/gather
capabilities to enable multiple physical data buffers to be accessed
with a single STag, but froma threat analysis perspective, it is
assuned that a single STag enables access to a single |ogical Data
Buf f er.

In any event, it is the responsibility of the Privil eged Resource
Manager to ensure that no STag can be created that exposes nenory
that the consumer had no authority to expose.

A Data Buffer has specific access rights. The local ULP can control
whet her a Data Buffer is exposed for local only, or local and renote
access, and assign specific access privileges (read, wite, read and
wite) on a per Stream basis.

For DDP, when an STag is Advertised, the Renpote Peer is presunably
given wite access rights to the data (otherw se, there would not be
much point to the Advertisenent). For RDVAP, when a ULP Adverti ses
an STag, it can enable wite-only, read-only, or both wite and read
access rights.

Simlarly, some ULPs may wi sh to provide a single buffer with
different access rights on a per Stream basis. For exanple, sone
Streans nay have read-only access, sonme nay have renote read and
write access, while on other Streans, only the |ocal ULP/Local Peer
is allowed access.

2.2.3. Page Translation Tables

Page Transl ation Tables are the structures used by the RNIC to be
able to access ULP nenory for data transfer operations. Even though
these structures are called "Page" Translation Tables, they may not
reference a page at all - conceptually, they are used to nap a ULP
address space representation (e.g., a virtual address) of a buffer to
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the physical addresses that are used by the RNIC Engi ne to nove dat a.
If, on a specific system a napping is not used, then a subset of the
attacks exam ned may be appropriate. Note that the Page Transl ation

Table may or may not be a shared resource.

2.2.4. Protection Domain (PD)

A Protection Domain (PD) is a local construct to the RDVA

i npl enentati on, and never visible over the wire. Protection Donains
are assigned to three of the resources of concern - Stream Cont ext
Menory, STags associ ated with Page Transl ati on Table entries, and
Data Buffers. A correct inplenentation of a Protection Domain
requires that resources that belong to a given Protection Domain
cannot be used on a resource belonging to another Protection Donain,
because Protecti on Domai n nenbership is checked by the RNIC prior to
taking any action involving such a resource. Protection Domains are
therefore used to ensure that an STag can only be used to access an
associ ated Data Buffer on one or nore Streans that are associ ated
with the same Protection Domain as the specific STag.

If an inplenmentati on chooses not to share resources between Streans,
it is reconmended that each Stream be associated with its own, unique
Protection Donmain. |f an inplenentation chooses to all ow resource
sharing, it is recomended that Protection Domain be limted to the
collection of Streans that have Partial Mitual Trust with each other

Note that a ULP (either Privileged or Non-Privileged) can potentially
have nultiple Protection Domains. This could be used, for exanple,
to ensure that nultiple clients of a server do not have the ability
to corrupt each other. The server would allocate a Protection Domain
per client to ensure that resources covered by the Protection Domain
coul d not be used by another (untrusted) client.

2.2.5. STag Nanespace and Scope

The DDP specification defines a 32-bit nanespace for the STag.

| mpl enentations may vary in ternms of the actual nunber of STags that
are supported. In any case, this is a bounded resource that can cone
under attack. Depending upon STag nanespace all ocation al gorithns,
the actual nane space to attack may be significantly |less than 2732

The scope of an STag is the set of DDP/ RDMAP Streans on which the
STag is valid. |If an STag is valid on a particul ar DDP/ RDVAP Stream
then that streamcan nodify the buffer, subject to the access rights
that the streamhas for the STag (see Section 2.2.2, Data Buffers,
for additional information).
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2.

2.

The anal ysis presented in this docunent assumes two nechani sns for
limting the scope of Streans for which the STag is valid:

* Protecti on Donain scope. The STag is valid if used on any Stream
within a specific Protection Donmain, and is invalid if used on
any Streamthat is not a nmenber of the Protection Donain.

* Single Stream scope. The STag is valid on a single Stream
regardl ess of what the Stream association is to a Protection
Donmain. |If used on any other Stream it is invalid.

6. Conmpl etion Queues

Conpl etion Queues (CQ are used in this docunent to conceptually
represent how the RNIC Engine notifies the ULP about the conpletion
of the transm ssion of data, or the conpletion of the reception of
data through the Data Transfer Interface (specifically for Untagged
Data Transfer; Tagged Data Transfer cannot cause a conpletion to
occur). Because there could be many transni ssions or receptions in
flight at any one tinme, conpletions are nodel ed as a queue rather
than as a single event. An inplenmentation nay al so use the

Conpl etion Queue to notify the ULP of other activities; for exanple,
the conpletion of a mapping of an STag to a specific ULP buffer.
Conpl etion Queues may be shared by a group of Streanms, or may be
designated to handle a specific Streanis traffic. Linmting

Conpl eti on Queue association to one, or a small nunber, of RDMAP/ DDP
Streans can prevent several forns of attacks by sharply limting the
scope of the attack's effect.

Sone i nplenentations nmay allow this queue to be mani pul ated directly
by both Non-Privileged and Privil eged ULPs.

2.2.7. Asynchronous Event Queue

The Asynchronous Event Queue is a queue fromthe RNICto the

Privil eged Resource Manager of bounded size. It is used by the RNIC
to notify the host of various events that m ght require nmanagenent
action, including protocol violations, Stream state changes, | ocal
operation errors, |ow water marks on receive queues, and possibly

ot her events.

The Asynchronous Event Queue is a resource that can be attacked
because Renbte or Local Peers and/or ULPs can cause events to occur
that have the potential of overflow ng the queue.

Note that an inplenentation is at liberty to inplenment the functions
of the Asynchronous Event Queue in a variety of ways, including
mul ti pl e queues or even sinple callbacks. Al vulnerabilities
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identified are intended to apply, regardless of the inplenentation of
the Asynchronous Event Queue. For exanple, a callback function may
be viewed sinply as a very short queue.

2.2.8. RDVA Read Request Queue

The RDVA Read Request Queue is the nenory that holds state
information for one or nore RDMA Read Request Messages that have
arrived, but for which the RDMA Read Response Messages have not yet
been conpletely sent. Because potentially nore than one RDVA Read
Request can be outstanding at one tine, the nenory is nodel ed as a
gueue of bounded size. Some inplenentations may enabl e sharing of a
si ngl e RDMVA Read Request Queue across multiple Streans.

2.3. RNIC Interactions

Wth RNIC resources and interfaces defined, it is now possible to
exam ne the interactions supported by the generic RN C functional

i nterfaces through each of the 3 interfaces: Privileged Control
Interface, Privileged Data Interface, and Non-Privil eged Data
Interface. As nentioned previously in Section 2.1, Conponents, there
are two data transfer nechanisnms to be exani ned, Untagged Data
Transfer and Tagged Data Transfer.

2.3.1. Privileged Control Interface Semantics

CGenerically, the Privileged Control Interface controls the RNIC s
al l ocation, de-allocation, and initialization of RN C gl obal
resources. This includes allocation and de-allocation of Stream
Cont ext Menory, Page Translation Tabl es, STag nanes, Conpletion
Queues, RDVA Read Request Queues, and Asynchronous Event Queues.

The Privileged Control Interface is also typically used for nmanagi ng
Non- Privil eged ULP resources for the Non-Privileged ULP (and possibly
for the Privileged ULP as well). This includes initialization and
renoval of Page Translation Table resources, and managi ng RNI C events
(possi bly managing all events for the Asynchronous Event Queue).

2.3.2. Non-Privileged Data Interface Semantics

The Non-Privileged Data Interface enables data transfer (transmt and
receive) but does not allowinitialization of the Page Transl ation
Tabl e resources. However, once the Page Translation Tabl e resources
have been initialized, the interface may enabl e a specific STag
mappi ng to be enabl ed and di sabl ed by directly conmunicating with the
RNIC, or create an STag mapping for a buffer that has been previously
initialized in the RNIC
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For RDVMAP, ULP data can be sent by one of the previously described
data transfer nechani sns: Untagged Data Transfer or Tagged Data
Transfer. Two RDVAP data transfer nechani sns are defined, one using
Unt agged Data Transfer (Send Type Messages), and one using Tagged
Data Transfer (RDVA Read Responses and RDVA Wites). ULP data
reception through RDVAP can be done by receiving Send Type Messages
into buffers that have been posted on the Receive Queue or Shared
Recei ve Queue. Thus, a Receive Queue or Shared Receive Queue can
only be affected by Untagged Data Transfer. Data reception can also
be done by receiving RDMA Wite and RDMA Read Response Messages into
buffers that have previously been exposed for external wite access
t hrough Adverti senment of an STag (i.e., Tagged Data Transfer).
Additionally, to cause ULP data to be pulled (read) across the

net wor k, RDMAP uses an RDVA Read Request Message (which only contains
RDVAP control information necessary to access the ULP buffer to be
read), to cause an RDVMA Read Response Message to be generated that
contains the ULP data.

For DDP, transmitting data neans sendi ng DDP Tagged or Untagged
Messages. For data reception, DDP can receive Untagged Messages into
buffers that have been posted on the Receive Queue or Shared Receive
Queue. It can also receive Tagged DDP Messages into buffers that
have previously been exposed for external wite access through
Advertisenent of an STag.

Conpl etion of data transm ssion or reception generally entails
informing the ULP of the conpleted work by placing conpletion

i nformati on on the Conpletion Queue. For data reception, only an
Unt agged Data Transfer can cause conpletion infornmation to be put in
t he Conpl eti on Queue.

2.3.3. Privileged Data Interface Semantics
The Privileged Data Interface semantics are a superset of the Non-
Privileged Data Transfer semantics. The interface can do everything
defined in the prior section, as well as create/destroy buffer to
STag mappings directly. This generally entails initialization or
clearing of Page Translation Table state in the RNIC

2.3.4. Initialization of RNIC Data Structures for Data Transfer

Initialization of the mappi ng between an STag and a Data Buffer can
be viewed in the abstract as two separate operations:

a. Initialization of the allocated Page Translation Table entries
with the location of the Data Buffer, and
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b. Initialization of a mapping froman allocated STag nane to a set
of Page Transl ation Table entry(s) or partial entries.

Note that an inplenentati on may not have a Page Transl ati on Tabl e

(i.e., it may support a direct mapping between an STag and a Data
Buffer). |If there is no Page Translation Table, then attacks based
on changing its contents or exhausting its resources are not
possi bl e.

Initialization of the contents of the Page Transl ation Table can be
done by either the Privileged ULP or by the Privil eged Resource
Manager as a proxy for the Non-Privileged ULP. By definition, the
Non-Privileged ULP is not trusted to directly manipul ate the Page
Transl ation Table. 1n general, the concern is that the Non-
Privileged ULP may try to maliciously initialize the Page Translation
Table to access a buffer for which it does not have perm ssion

The exact resource allocation algorithmfor the Page Transl ation
Table is outside the scope of this docunent. It nay be allocated for
a specific Data Buffer, or as a pooled resource to be consunmed by
potentially nultiple Data Buffers, or be managed in some other way.
This docunent attenpts to abstract inplenentati on dependent issues,
and group theminto higher |evel security issues, such as resource
starvation and sharing of resources between Streans.

The next issue is how an STag nane is associated with a Data Buffer.
For the case of an Untagged Data Buffer (i.e., Untagged Data
Transfer), there is no wire visible mappi ng between an STag and the
Data Buffer. Note that there may, in fact, be an STag that
represents the buffer, if an inplenmentation chooses to internally
represent Untagged Data Buffer using STags. However, because the
STag, by definition, is not visible on the wire, this is a | ocal
host, inplenmentation-specific issue that should be analyzed in the
context of a |local host inplenentation-specific security analysis,
and thus, is outside the scope of this docunent.

For a Tagged Data Buffer (i.e., Tagged Data Transfer), either the
Privileged ULP or the Privileged Resource Manager acting on behal f of
the Non-Privileged ULP may initialize a mapping froman STag to a
Page Transl ation Table, or may have the ability to sinmply
enabl e/ di sabl e an existing STag to Page Transl ati on Tabl e mappi ng.
There may al so be nultiple STag names that nap to a specific group of
Page Transl ation Table entries (or sub-entries). Specific security
issues with this level of flexibility are examined in Section 6.2.3,
Mul tiple STags to Access the Sanme Buffer.
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There are a variety of inplenentation options for initialization of
Page Transl ation Table entries and mapping an STag to a group of Page
Transl ati on Table entries that have security repercussions. This

i ncl udes support for separation of mapping an STag versus mappi hg a
set of Page Translation Table entries, and support for ULPs directly
mani pul ating STag to Page Transl ati on Table entry mappi ngs (versus
requiring access through the Privil eged Resource Manager).

2.3.5. RNIC Data Transfer Interactions

RNI C Data Transfer operations can be subdivided into send and receive
operati ons.

For send operations, there is typically a queue that enables the ULP
to post multiple operation requests to send data (referred to as the
Send Queue). Depending upon the inplenentation, Data Buffers used in
the operations may or nay not have Page Transl ation Table entries
associated with them and may or nay not have STags associated with
them Because this is a local host specific inplenentation issue
rather than a protocol issue, the security analysis of threats and
mtigations is left to the host inplenentation.

Recei ve operations are different for Tagged Data Buffers versus

Unt agged Data Buffers (i.e., Tagged Data Transfer vs. Untagged Data
Transfer). For Untagged Data Transfer, if nore than one Untagged
Data Buffer can be posted by the ULP, the DDP specification requires
that they be consuned in sequential order (the RDMAP specification

al so requires this). Thus, the nost general inplenentation is that
there is a sequential queue of receive Untagged Data Buffers (Receive
Queue). Sone inplenmentations may al so support sharing of the
sequential queue between multiple Streans. 1In this case, defining
"sequential" becomes non-trivial - in general, the buffers for a
single Stream are consunmed fromthe queue in the order that they were
pl aced on the queue, but there is no consunption order guarantee

bet ween Streans.

For receive Tagged Data Transfer (i.e., Tagged Data Buffers, RDVA
Wite Buffers, or RDVMA Read Buffers), at sone tinme prior to data
transfer, the mapping of the STag to specific Page Transl ation Table
entries (if present) and the mapping fromthe Page Transl ation Tabl e
entries to the Data Buffer must have been initialized (see Section
2.3.4 for interaction details).
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3.

Trust and Resource Sharing

It is assunmed that, in general, the Local and Renote Peer are
untrusted, and thus attacks by either should have mitigations in
pl ace.

A separate, but related issue is resource sharing between nultiple
Streans. |If local resources are not shared, the resources are

dedi cated on a per Streambasis. Resources are defined in Section
2.2, Resources. The advantage of not sharing resources between
Streans is that it reduces the types of attacks that are possible.
The di sadvantage of not sharing resources is that ULPs might run out
of resources. Thus, there can be a strong incentive for sharing
resources, if the security issues associated with the sharing of
resources can be nitigated.

It is assunmed in this docunent that the conponent that inplenents the
mechanismto control sharing of the RNIC Engine resources is the
Privileged Resource Manager. The RNI C Engi ne exposes its resources
through the RNIC Interface to the Privileged Resource Manager. Al
Privil eged and Non-Privileged ULPs request resources fromthe
Resour ce Manager (note that by definition both the Non-Privileged and
the Privileged application might try to greedily consune resources,
thus creating a potential Denial of Service (DOS) attack). The
Resour ce Manager inplenments resource managenent policies to ensure
fair access to resources. The Resource Manager shoul d be designed to
take into account security attacks detailed in this docunent. Note
that for sone systens the Privil eged Resource Manager nay be

i npl enented within the Privileged ULP

Al'l Non-Privileged ULP interactions with the RNIC Engine that could
affect other ULPs MJUST be done using the Privil eged Resource Manager
as a proxy. Al ULP resource allocation requests for scarce
resources MJST al so be done using a Privil eged Resource Manager.

The sharing of resources across Streans should be under the contro

of the ULP, both in ternms of the trust nodel the ULP wi shes to
operate under, as well as the |evel of resource sharing the ULP

wi shes to give local processes. For nore discussion on types of
trust nodels that conbine partial trust and sharing of resources, see
Appendi x C, Partial Trust Taxonony.

The Privil eged Resource Manager MJST NOT assune that different
Streans share Partial Mitual Trust unless there is a nechanismto
ensure that the Streans do i ndeed share Partial Miutual Trust. This
can be done in several ways, including explicit notification fromthe
ULP that owns the Streans.
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4.

Attacker Capabilities

An attacker’s capabilities delimt the types of attacks that the
attacker is able to launch. RDVAP and DDP require that the initial
LLP Stream (and connection) be set up prior to transferring RDVAP/ DDP
Messages. This requires at |east one round-trip handshake to occur.

If the attacker is not the Renpte Peer that created the initial
connection, then the attacker’s capabilities can be segnmented into
send only capabilities or send and receive capabilities. Attacking
with send only capabilities requires the attacker to first guess the
current LLP Stream paraneters before they can attack RN C resources
(e.g., TCP sequence nunber). |If this class of attacker also has
receive capabilities and the ability to pose as the receiver to the
sender and the sender to the receiver, they are typically referred to
as a "man-in-the-mddle" attacker [RFC3552]. A man-in-the-nmniddle
attacker has a nmuch wider ability to attack RNIC resources. The
breadth of attack is essentially the same as that of an attacking
Renote Peer (i.e., the Renote Peer that set up the initial LLP
Strean).

Attacks That Can Be Mtigated with End-to-End Security

This section describes the RDMAP/ DDP attacks where the only sol ution
is to inplement sone formof end-to-end security. The analysis

i ncludes a detail ed description of each attack, what is being
attacked, and a description of the counterneasures that can be taken
to thwart the attack

Sone forns of attack involve nodifying the RDMAP or DDP payl oad by a
net wor k- based attacker or involve nonitoring the traffic to discover
private information. An effective tool to ensure confidentiality is
to encrypt the data streamthrough nechani sns, such as | Psec
encryption. Additionally, authentication protocols, such as |Psec
aut hentication, are an effective tool to ensure the renote entity is
who they claimto be, as well as ensuring that the payload is

unnodi fied as it traverses the network.

Not e that connection setup and tear down is presuned to be done in
stream node (i.e., no RDVA encapsul ati on of the payload), so there
are no new attacks related to connection setup/tear down beyond what
is already present in the LLP (e.g., TCP or SCTP). Note, however,
that RDMVAP/ DDP paraneters nmay be exchanged in stream node, and if
they are corrupted by an attacker unintended consequences wil |
result. Therefore, any existing mtigations for LLP Spoofi ng,
Tanpering, Repudiation, Information Disclosure, Denial of Service, or
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El evation of Privilege continue to apply (and are out of scope of
this docunent). Thus, the analysis in this section focuses on
attacks that are present, regardless of the LLP Streamtype.

Tanpering is any nodification of the legitimate traffic (machine
internal or network). Spoofing attack is a special case of tanpering
where the attacker falsifies an identity of the Renote Peer (identity
can be an | P address, nmachine name, ULP |evel identity, etc.).

5.1. Spoofing

Spoofing attacks can be | aunched by the Renpbte Peer, or by a

net wor k- based attacker. A network-based spoofing attack applies to
all Renpte Peers. This section analyzes the various types of
spoofing attacks applicable to RDVAP and DDP

5.1.1. Inpersonation

A networ k-based attacker can inpersonate a | egal RDVAP/ DDP Peer (by
spoofing a legal |IP address). This can either be done as a blind
attack (see [RFC3552]) or by establishing an RDVAP/ DDP Streamwith
the victim Because an RDVMAP/ DDP Streamrequires an LLP Streamto be
fully initialized (e.g., for [RFC793], it is in the ESTABLI SHED
state), existing transport |ayer protection nmechanisns against blind
attacks remain in place.

For a blind attack to succeed, it requires the attacker to inject a
valid transport |ayer segnment (e.g., for TCP, it nmust natch at | east
the 4-tuple as well as guess a sequence nunber within the w ndow)
whil e al so guessing valid RDVAP or DDP paraneters. There are many
ways to attack the RDVAP/ DDP protocol if the transport protocol is
assuned to be vul nerable. For exanple, for Tagged Messages, this
entails guessing the STag and TO values. |If the attacker wi shes to
sinply term nate the connection, it can do so by correctly guessing
the transport and network |ayer values, and providing an invalid
STag. Per the DDP specification, if an invalid STag is received, the
Streamis torn down and the Renote Peer is notified with an error.

If an attacker wishes to overwite an Advertised Buffer, it nust
successfully guess the correct STag and TO Gven that the TOw ||
often start at zero, this is straightforward. The value of the STag
shoul d be chosen at random as discussed in Section 6.1.1, Using an
STag on a Different Stream For Untagged Messages, if the MSNis
invalid then the connection may be torn down. |If it is valid, then
the receive buffers can be corrupted.

End-to-end authentication (e.g., |IPsec or ULP authentication)
provi des protection against either the blind attack or the connected
att ack.
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5.1.2. Stream Hijacking

Stream hi j acki ng happens when a network-based attacker eavesdrops on
the LLP connection through the Stream establishnent phase, and waits
until the authentication phase (if such a phase exists) is conpleted
successfully. The attacker then spoofs the I P address and re-directs
the Streamfromthe victimto its own machine. For exanple, an
attacker can wait until an i SCSI authentication is conpl eted
successfully, and then hijack the i SCSI Stream

The best protection against this formof attack is end-to-end
integrity protection and authentication, such as |IPsec, to prevent
spoofing. Another option is to provide a physically segregated
network for security. Discussion of physical security is out of
scope for this docunent.

Because the connection and/or Streamitself is established by the
LLP, some LLPs are nore difficult to hijack than others. Please see
the relevant LLP docunentation on security issues around connection
and/ or Stream hij acki ng.

5.1.3. Man-in-the-Mddle Attack

If a network-based attacker has the ability to delete or nodify
packets that will still be accepted by the LLP (e.g., TCP sequence
nunber is correct), then the Stream can be exposed to a man-in-the-

m ddl e attack. One style of attack is for the man-in-the-mddle to
send Tagged Messages (either RDVAP or DDP). If it can discover a
buffer that has been exposed for STag enabl ed access, then the nan-
in-the-mddle can use an RDVA Read operation to read the contents of
the associ ated Data Buffer, performan RDVA Wite Operation to nmodify
the contents of the associated Data Buffer, or invalidate the STag to
di sable further access to the buffer.

The best protection against this formof attack is end-to-end
integrity protection and authentication, such as |IPsec, to prevent
spoofing or tanpering. |If authentication and integrity protections
are not used, then physical protection nust be enployed to prevent
man-in-the-m ddl e attacks.

Because the connection/ Streamitself is established by the LLP, sone
LLPs are nore exposed to man-in-the-niddle attack than others.

Pl ease see the relevant LLP docunentation on security issues around
connection and/or Stream hij acki ng.
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Anot her approach is to restrict access to only the local subnet/link,
and provi de sone nmechanismto linmit access, such as physical security
or 802.1.x. This nodel is an extrenely linited depl oynent scenari o,
and will not be further exani ned here.

5.2. Tanpering - Network-Based Modification of Buffer Content

This is actually a man-in-the-m ddl e attack, but only on the content
of the buffer, as opposed to the nan-in-the-niddle attack presented
above, where both the signaling and content can be nodified. See
Section 5.1.3, Man-in-the-Mddle Attack.

5.3. Information Disclosure - Network-Based Eavesdroppi ng

An attacker that is able to eavesdrop on the network can read the
content of all read and wite accesses to a Peer’'s buffers. To
prevent information disclosure, the read/witten data nust be
encrypted. See also Section 5.1.3, Man-in-the-Mddle Attack. The
encryption can be done either by the ULP, or by a protocol that can
provi de security services to RDMAP and DDP (e.g., |Psec).

5.4. Specific Requirenents for Security Services

CGeneral |y speaking, Streamconfidentiality protects agai nst
eavesdroppi ng. Stream and/ or session authentication and integrity
protection is a counter measurenent against various spoofing and
tanmpering attacks. The effectiveness of authentication and integrity
agai nst a specific attack depends on whether the authentication is
machi ne | evel authentication (such as IPsec), or ULP authentication

5.4.1. Introduction to Security Options

The followi ng security services can be applied to an RDVAP/ DDP
St ream

1. Session confidentiality - Protects agai nst eavesdroppi ng (Section
5.3).

2. Per-packet data source authentication - Protects against the
foll ow ng spoofing attacks: network-based inpersonation (Section
5.1.1) and Stream hijacking (Section 5.1.2).

3. Per-packet integrity - Protects against tanpering done by
net wor k- based nodi fication of buffer content (Section 5.2) and
when combi ned with authentication, also protects agai nst man-in-
the-m ddl e attacks (Section 5.1.3).
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4. Packet sequencing - protects against replay attacks, which is a
speci al case of the above tanpering attack

I f an RDVAP/ DDP Stream may be subject to inpersonation attacks, or
Stream hijacking attacks, it is recommended that the Stream be

aut henticated, integrity protected, and protected fromreplay
attacks; it may use confidentiality protection to protect from
eavesdropping (in case the RDMAP/ DDP Streamtraverses a public

net wor k) .

| Psec is a protocol suite that is used to secure conmmunication at the
network | ayer between two peers. The |IPsec protocol suite is
specified within the IP Security Architecture [ RFC2401], |IKE

[ RFC2409], |Psec Authentication Header (AH) [RFC2402], and | Psec
Encapsul ati ng Security Payl oad (ESP) [ RFC2406] docunents. IKE is the
key managenent protocol, while AH and ESP are used to protect IP
traffic. Please see those RFCs for a conplete description of the
respective protocols.

| Psec is capabl e of providing the above security services for IP and
TCP traffic, respectively. ULP protocols are able to provide only
part of the above security services.

5.4.2. TLS Is I nappropriate for DDP/ RDVAP Security

TLS [ RFC4346] provides Stream authentication, integrity and
confidentiality for TCP based ULPs. TLS supports one-way (server
only) or nmutual certificates based authentication.

If TLS is layered underneath RDMAP, TLS s connection orientation
makes TLS i nappropriate for DDP/ RDMA security. |If a stream cipher or
bl ock cipher in CBC node is used for bulk encryption, then a packet
can be decrypted only after all the packets preceding it have al ready
arrived. If TLS is used to protect DDP/ RDMAP traffic, then TCP nust
gat her all out-of-order packets before TLS can decrypt them Only
after this is done can RDVAP/ DDP place theminto the ULP buffer.

Thus, one of the prinmary features of DDP/ RDMAP - enabling

i npl erentations to have a flowthrough architecture with little to no
buffering - cannot be achieved if TLS is used to protect the data
stream

If TLS is layered on top of RDVAP or DDP, TLS does not protect the
RDVAP and/ or DDP headers. Thus, a man-in-the-mddle attack can still
occur by nodifying the RDMAP/ DDP header to place the data into the
wrong buffer, thus effectively corrupting the data stream

For these reasons, it is not RECOMMENDED that TLS be | ayered on top
of RDVAP or DDP
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5.4.3. DILS and RDDP

5.

5.

4.

4.

DTLS [ DTLS] provides security services for datagram protocols,

i ncludi ng unreliable datagram protocols. These services include
anti-replay based on a mechani sm adapted from | Psec that is intended
to operate on packets as they are received fromthe network. For

t hese and ot her reasons, DILS is best applied to RDDP by enpl oyi ng
DTLS beneath TCP, yielding a | ayering of RDDP over TCP over DILS over
UDP/1P. Such a layering inserts DILS at roughly the sane level in
the protocol stack as |Psec, making DILS s security services an
alternative to | Psec’s services froman RDDP standpoi nt.

For RDDP, |Psec is the better choice for a security framework, and
hence is mandatory-to-inplenent (as specified el sewhere in this
docunment). An inportant contributing factor to the specification of

| Psec rather than DTLS is that the non-RDDP versions of two initia
adopters of RDDP (i SCSI [iSCSI][iSER] and NFSv4 [ NFSv4][NFSv4.1]) are
conpatible with I Psec but neither of these protocols currently uses
either TLS or DTLS. For the specific case of iSCSI, |IPsec is the
basis for nandatory-to-inplenment security services [ RFC3723].
Therefore, this docunment and the RDDP protocol specifications contain
mandat ory i npl ementation requirenments for | Psec rather than for DTLS.

4. ULPs That Provide Security

ULPs that provide integrated security but wish to |l everage | ower-

| ayer protocol security, should be aware of security concerns around
correlating a specific channel’s security nechanisns to the

aut hentication perfornmed by the ULP. See [ NFSV4CHANNEL] for

addi tional information on a promn sing approach called "channel

bi ndi ng". From [ NFSv4CHANNEL] :

"The concept of channel bindings allows applications to prove that
t he end-points of two secure channels at different network | ayers
are the sane by binding authentication at one channel to the
session protection at the other channel. The use of channel

bi ndi ngs all ows applications to del egate session protection to

| ower layers, which may significantly inprove performance for sone
applications."

5. Requirenents for |Psec Encapsul ati on of DDP

The I P Storage working group has spent significant tine and effort to
define the normative | Psec requirenments for | P Storage [RFC3723].
Portions of that specification are applicable to a wide variety of
protocols, including the RDDP protocol suite. |In order not to
replicate this effort, an RNIC i npl enentati on MUST foll ow t he
requirements defined in RFC 3723, Section 2.3 and Section 5,
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i ncludi ng the associ ated normati ve references for those sections.
Note that this neans that support for | PSEC ESP node is nornative.

Additionally, since |IPsec accel eration hardware nmay only be able to
handle a linmted nunber of active |IKE Phase 2 SAs, Phase 2 delete
nmessages may be sent for idle SAs as a neans of keeping the nunber of
active Phase 2 SAs to a mnimum The receipt of an | KE Phase 2

del ete nessage MJUST NOT be interpreted as a reason for tearing down a
DDP/ RDVA Stream Rather, it is preferable to | eave the Stream up

and if additional traffic is sent on it, to bring up another |KE
Phase 2 SAto protect it. This avoids the potential for continually
bringing Streans up and down.

Note that there are serious security issues if |IPsec is not

i npl erented end-to-end. For exanple, if IPsec is inplenented as a
tunnel in the niddle of the network, any hosts between the Peer and
the | Psec tunneling device can freely attack the unprotected Stream

The | Psec requirenents for RDDP are based on the version of |Psec
specified in RFC 2401 [ RFC2401] and related RFCs, as profiled by RFC
3723 [ RFC3723], despite the existence of a newer version of |Psec
specified in RFC 4301 [ RFC4301] and related RFCs. One of the

i nportant early applications of the RDDP protocols is their use with
i SCSI [iSER]; RDDP' s |Psec requirenents follow those of |IPsec in
order to facilitate that usage by allowi ng a common profile of |Psec
to be used with i SCSI and the RDDP protocols. In the future, RFC
3723 may be updated to the newer version of |IPsec; the |IPsec security
requi rements of any such update should apply uniformy to i SCSI and
t he RDDP protocols.

6. Attacks from Renpte Peers

This section describes renote attacks that are possi bl e against the
RDVA system defined in Figure 1 - RDVA Security Mddel and the RNIC
Engi ne resources defined in Section 2.2. The analysis includes a
detail ed description of each attack, what is being attacked, and a
description of the counterneasures that can be taken to thwart the
att ack.

The attacks are classified into five categories: Spoofing, Tanpering,
I nformation Di sclosure, Denial of Service (DoS) attacks, and

El evation of Privileges. As nentioned previously, tanpering is any
nodi fication of the legitimate traffic (machine internal or network).
A spoofing attack is a special case of tanpering where the attacker
falsifies an identity of the Renbte Peer (identity can be an IP
address, machine nane, ULP level identity, etc.).
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6.1. Spoofing

This section anal yzes the various types of spoofing attacks
applicable to RDMAP and DDP. Spoofing attacks can be | aunched by the
Renote Peer or by a network-based attacker. For counterneasures

agai nst a network-based attacker, see Section 5, Attacks That Can Be
Mtigated with End-to-End Security.

6.1.1. Using an STag on a Different Stream

One style of attack fromthe Renbte Peer is for it to attenpt to use
STag values that it is not authorized to use. Note that if the
Renot e Peer sends an invalid STag to the Local Peer, per the DDP and
RDVAP specifications, the Stream nmust be torn down. Thus, the threat
exists if an STag has been enabled for Renote Access on one Stream
and a Renote Peer is able to use it on an unrelated Stream |If the
attack is successful, the attacker could potentially be able to

ei ther perform RDVA Read operations to read the contents of the
associ ated Data Buffer, perform RDVA Wite operations to nodify the
contents of the associated data buffer, or invalidate the STag to

di sabl e further access to the buffer.

An attenpt by a Renpte Peer to access a buffer with an STag on a
different Streamin the same Protection Domain may or nay not be an
attack, depending on whether resource sharing is intended (i.e.,

whet her the Streans shared Partial Miutual Trust). For sonme ULPs,
using an STag on multiple Streans within the same Protection Donain
coul d be desired behavior. For other ULPs, attenpting to use an STag
on a different Stream could be considered an attack. Since this
varies by ULP, a ULP typically would need to be able to control the
scope of the STag.

In the case where an inplenentati on does not share resources between
Streans (including STags), this attack can be defeated by assigning
each Streamto a different Protection Domain. Before allow ng renote
access to the buffer, the Protection Domain of the Stream where the
access attenpt was nmade i s matched agai nst the Protection Donmain of
the STag. |If the Protection Domains do not match, access to the
buffer is denied, an error is generated, and the RDMAP Stream
associated with the attacking Streamis term nated.

For inplenentations that share resources between nultiple Streans, it
may not be practical to separate each Streaminto its own Protection
Donain. In this case, the ULP can still limt the scope of any of
the STags to a single Stream (if it is enabling it for renote
access). |If the STag scope has been |limted to a single Stream any
attenpt to use that STag on a different Streamwill result in an
error, and the RDMAP Streamis term nated.
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Thus, for inplenentations that do not share STags between Streans,
each Stream MJST either be in a separate Protection Donain or the
scope of an STag MJUST be linmited to a single Stream

An RNI C MUST ensure that a specific Streamin a specific Protection
Donai n cannot access an STag in a different Protection Donmain.

An RNI C MUST ensure that, if an STag is limited in scope to a single
Stream no other Stream can use the STag.

An additional issue nay be unintended sharing of STags (i.e., a bug
in the ULP) or a bug in the Renote Peer that causes an of f-by-one
STag to be used. For additional protection, an inplenentation should
al locate STags in such a fashion that it is difficult to predict the
next allocated STag nunmber, and al so ensure that STags are reused at
as slow a rate as possible. Any allocation nethod that would lead to
i ntentional or unintentional reuse of an STag by the peer should be
avoi ded (e.g., a method that always starts with a given STag and
nonotonically increases it for each new allocation, or a nethod that
al ways uses the sanme STag for each operation).

6.2. Tanpering

A Renote Peer or a network-based attacker can attenpt to tanper with
the contents of Data Buffers on a Local Peer that have been enabl ed
for renmote wite access. The types of tanpering attacks froma
Renote Peer are outlined in the sections that follow For
count er neasur es agai nst a network-based attacker, see Section 5,
Attacks That Can Be Mtigated with End-to-End Security.

6.2.1. Buffer Overrun - RDVMA Wite or Read Response

This attack is an attenpt by the Renpte Peer to performan RDVA Wite
or RDVA Read Response to nenory outside of the valid | ength range of
the Data Buffer enabled for renbte wite access. This attack can
occur even when no resources are shared across Streans. This issue
can also arise if the ULP has a bug.

The counterneasure for this type of attack nust be in the RNIC

i npl enentation, |everaging the STag. Wen the |local ULP specifies to
the RNI C the base address and the unber of bytes in the buffer that

it wishes to make accessible, the RNIC nust ensure that the base and
bounds check are applied to any access to the buffer referenced by
the STag before the STag is enabled for access. Wen an RDVA data
transfer operation (which includes an STag) arrives on a Stream a
base and bounds byte granularity access check nust be perfornmed to
ensure that the operation accesses only nmenory |locations within the
buf fer described by that STag.
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Thus an RNIC i npl enentati on MUST ensure that a Renote Peer is not
abl e to access nenory outside of the buffer specified when the STag
was enabl ed for renote access.

6.2.2. Mdifying a Buffer after Indication

This attack can occur if a Renote Peer attenpts to nodify the
contents of an STag referenced buffer by performng an RDVA Wite or
an RDMA Read Response after the Renpte Peer has indicated to the
Local Peer or local ULP (by a variety of means) that the STag Data
Buf fer contents are ready for use. This attack can occur even when
no resources are shared across Streans. Note that a bug in a Renote
Peer, or network-based tanpering, could also result in this problem

For exampl e, assune that the STag referenced buffer contains ULP
control information as well as ULP payl oad, and the ULP sequence of
operation is to first validate the control information and then
perform operations on the control information. |If the Renote Peer
can performan additional RDVMA Wite or RDMA Read Response (thus,
changing the buffer) after the validity checks have been conpl eted
but before the control data is operated on, the Renote Peer could
force the ULP down operational paths that were never intended.

The | ocal ULP can protect itself fromthis type of attack by revoking
renote access when the original data transfer has conpleted and
before it validates the contents of the buffer. The local ULP can do
this either by explicitly revoking renote access rights for the STag
when the Renpte Peer indicates the operation has conpl eted, or by
checking to nake sure the Renpte Peer invalidated the STag through
the RDMAP Renpte Invalidate capability. If the Renpte Peer did not
invalidate the STag, the local ULP then explicitly revokes the STag
renote access rights. (See Section 6.4.5, Renote Invalidate an STag
Shared on Multiple Streans for a definition of Renpbte Invalidate.)

The |l ocal ULP SHOULD follow the above procedure to protect the buffer
before it validates the contents of the buffer (or uses the buffer in
any way) .
An RNI C MUST ensure that network packets using the STag for a
previously Advertised Buffer can no longer nodify the buffer after
the ULP revokes renote access rights for the specific STag.

6.2.3. Miltiple STags to Access the Sane Buffer

See Section 6.3.6 Using Miultiple STags That Alias to the Sane Buffer,
for this anal ysis.
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6.3. Information D sclosure

The main potential source for information disclosure is through a

| ocal buffer that has been enabled for renote access. |If the buffer
can be probed by a Renpte Peer on another Stream then there is
potential for information disclosure.

The potential attacks that could result in unintended information
di scl osure and counterneasures are detailed in the follow ng
sections.

6.3.1. Probing Menory Qutside of the Buffer Bounds

This is essentially the sane attack as described in Section 6.2.1,
Buf fer Overrun - RDVMA Wite or Read Response, except that an RDVA
Read Request is used to nmount the attack. The sane counterneasure
appl i es.

6.3.2. Using RDVA Read to Access Stal e Data

If a buffer is being used for sonme conbination of reads and wites
(either renote or local), and is exposed to a Renpte Peer with at

| east renote read access rights before it is initialized with the
correct data, there is a potential race condition where the Renote
Peer can view the prior contents of the buffer. This becones a
security issue if the prior contents of the buffer were not intended
to be shared with the Renote Peer.

To elimnate this race condition, the |local ULP SHOULD ensure that no
stale data is contained in the buffer before renpte read access
rights are granted (this can be done by zeroing the contents of the
menory, for exanple). This ensures that the Renote Peer cannot
access the buffer until the stale data has been renoved.

6.3.3. Accessing a Buffer after the Transfer

If the Renpte Peer has renote read access to a buffer and, by sone
mechanism tells the local ULP that the transfer has been conpl et ed,
but the local ULP does not disable renpte access to the buffer before
nodi fying the data, it is possible for the Renpte Peer to retrieve

t he new dat a.

This is simlar to the attack defined in Section 6.2.2, Mdifying a
Buffer after Indication. The sane countermeasures apply. In

addi tion, the I ocal ULP SHOULD grant renote read access rights only
for the ambunt of tinme needed to retrieve the data.
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6.

6.

6.

3.

3.

3.

4. Accessing Unintended Data with a Valid STag

If the ULP enables renpte access to a buffer using an STag that
references the entire buffer, but intends only a portion of the
buffer to be accessed, it is possible for the Renote Peer to access
the other parts of the buffer anyway.

To prevent this attack, the ULP SHOULD set the base and bounds of the
buffer when the STag is initialized to expose only the data to be
retrieved.

5. RDVA Read into an RDVA Wite Buffer

One form of disclosure can occur if the access rights on the buffer
enabl ed renpte read, when only renbte wite access was intended. |If
the buffer contained ULP data, or data froma transfer on an

unrel ated Stream the Renote Peer could retrieve the data through an
RDVA Read operation. Note that an RNIC i npl enentation is not
required to support STags that have both read and wite access.

The nost obvi ous counterneasure for this attack is to not grant
renote read access if the buffer is intended to be wite-only. Then
the Renote Peer would not be able to retrieve data associated with
the buffer. An attenpt to do so would result in an error and the
RDVAP Stream associated with the Stream woul d be ternmni nat ed.

Thus, if a ULP only intends a buffer to be exposed for rempte wite
access, it MJST set the access rights to the buffer to only enable
renote wite access. Note that this requirenent is not nmeant to
restrict the use of zero-length RDVA Reads. Zero-length RDVA Reads
do not expose ULP data. Because they are intended to be used as a
mechanismto ensure that all RDVA Wites have been received, and do
not even require a valid STag, their use is pernmitted even if a
buffer has only been enabled for wite access.

6. Using Multiple STags That Alias to the Same Buffer

Mul tiple STags that alias to the sane buffer at the sane time can
result in unintentional information disclosure if the STags are used
by different, nutually untrusted Renpte Peers. This nodel applies
specifically to client/server comuni cati on, where the server is
comuni cating with multiple clients, each of which do not nutually
trust each ot her

If only read access is enabled, then the |ocal ULP has conplete
control over information disclosure. Thus, a server that intended to
expose the sane data (i.e., buffer) to nultiple clients by using
multiple STags to the same buffer creates no new security issues
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beyond what has al ready been described in this docunent. Note that
if the server did not intend to expose the sane data to the clients,
it should use separate buffers for each client (and separate STags).

When one STag has renote read access enabled and a different STag has
renote wite access enabled to the sane buffer, it is possible for
one Renote Peer to view the contents that have been witten by

anot her Renote Peer.

I f both STags have renpte wite access enabled and the two Renote
Peers do not nmutually trust each other, it is possible for one Renote
Peer to overwite the contents that have been witten by the other
Renot e Peer.

Thus, a ULP with nmultiple Renpbte Peers that do not share Parti al
Mutual Trust MJST NOT grant wite access to the sanme buffer through
different STags. A buffer should be exposed to only one untrusted
Renote Peer at a tine to ensure that no information disclosure or

i nformati on tanpering occurs between peers.

6.4. Denial of Service (DOS)

A DCS attack is one of the primary security risks of RDVAP. This is
because RNI C resources are val uable and scarce, and nmany ULP
environnents require comuni cation with untrusted Renpote Peers. |If
the Renote Peer can be authenticated or the ULP payl oad encrypted,
clearly, the DOS profile can be reduced. For the purposes of this
analysis, it is assunmed that the RNIC nust be able to operate in
untrusted environnents, which are open to DOS-style attacks.

Deni al of service attacks against RNIC resources are not the typica
unknown party spraying packets at a random host (such as a TCP SYN
attack). Because the connection/Stream nust be fully established
(e.g., a 3-nessage transport |ayer handshake has occurred), the
attacker nust be able to both send and receive nessages over that
connection/ Stream or be able to guess a valid packet on an existing
RDVAP St ream

This section outlines the potential attacks and the counternmeasures
avail able for dealing with each attack

6.4.1. RN C Resource Consunption

This section covers attacks that fall into the general category of a
|l ocal ULP attenpting to unfairly allocate scarce (i.e., bounded) RNIC
resources. The local ULP rmay be attenpting to all ocate resources on
its own behalf, or on behalf of a Renpte Peer. Resources that fal
into this category include Protection Donains, Stream Context Menory,
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Transl ation and Protection Tables, and STag nanmespace. These can be
due to attacks by currently active local ULPs or ones that allocated
resources earlier but are now idle.

This type of attack can occur regardl ess of whether resources are
shared across Streans.

The allocation of all scarce resources MJST be placed under the
control of a Privileged Resource Manager. This allows the Privileged
Resour ce Manager to:

* prevent a local ULP fromallocating nore than its fair share of
resour ces.

* detect if a Renpbte Peer is attenpting to launch a DOS attack by
attenpting to create an excessive nunber of Streams (with
associ ated resources) and take corrective action (such as
refusing the request or applying network |ayer filters against
t he Renpte Peer).

Thi s anal ysis assunes that the Resource Manager is responsible for
handi ng out Protection Domains, and that RNIC inplenentations wll
provi de enough Protection Domains to allow the Resource Manager to be
able to assign a unique Protection Domain for each unrelated,
untrusted |l ocal ULP (for a bounded, reasonabl e nunber of |ocal ULPs).
This analysis further assunes that the Resource Manager inplenents
policies to ensure that untrusted |ocal ULPs are not able to consune
all the Protection Domains through a DOS attack. Note that
Protecti on Donmai n consunpti on cannot result froma DOS attack

| aunched by a Renpte Peer, unless a local ULP is acting on the Renote
Peer’ s behal f.

6.4.2. Resource Consunption by Idle ULPs

The sinplest formof a DOS attack, given a fixed anobunt of resources,
is for the Renbte Peer to create an RDMAP Streamto a Local Peer
request dedi cated resources, and then do no actual work. This allows
the Renote Peer to be very light weight (i.e., only negotiate
resources, but do no data transfer) and consumes a di sproportionate
anount of resources at the Local Peer.

A general counterneasure for this style of attack is to nonitor
active RDMAP Streans and, if resources are getting low, to reap the
resources from RDVMAP Streans that are not transferring data and
possibly terminate the Stream This would presunably be under

adm ni strative control
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Refer to Section 6.4.1 for the analysis and counterneasures for this
style of attack on the followi ng RNIC resources: Stream Cont ext
Menory, Page Translation Tabl es, and STag nanespace.

Note that sone RNIC resources are not at risk of this type of attack
froma Renbte Peer because an attack requires the Renpte Peer to send
nmessages in order to consunme the resource. Receive Data Buffers,
Conpl etion Queue, and RDVA Read Request Queue resources are exanpl es.
These resources are, however, at risk froma local ULP that attenpts
to allocate resources, then goes idle. This could also be created if
the ULP negotiates the resource levels with the Renpte Peer, which
causes the Local Peer to consune resources; however, the Renote Peer
never sends data to consune them The general counternmeasure
described in this section can be used to free resources all ocated by
an idle Local Peer.

6.4.3. Resource Consunption by Active ULPs

Thi s section describes DOS attacks from Local and Renote Peers that
are actively exchangi ng nessages. Attacks on each RDVA N C resource
are exam ned and specific counterneasures are identified. Note that
attacks on Stream Context Menory, Page Transl ation Tables, and STag
nanespace are covered in Section 6.4.1, RNIC Resource Consunption, so
they are not included here.

6.4.3.1. Miltiple Streans Sharing Receive Buffers

The Renpte Peer can attenpt to consume nore than its fair share of
receive Data Buffers (i.e., Untagged Buffers for DDP or Send Type
Messages for RDVAP) if receive buffers are shared across nultiple
Streans.

If resources are not shared across nmultiple Streans, then this attack
i s not possible because the Renote Peer will not be able to consune
nore buffers than were allocated to the Stream The worst case
scenario is that the Renmote Peer can consunme nore receive buffers
than the local ULP allowed, resulting in no buffers being avail abl e,
whi ch coul d cause the Renbte Peer’'s Streamto the Local Peer to be
torn down, and all allocated resources to be rel eased.

If |ocal receive Data Buffers are shared anong nultiple Streans, then
the Renote Peer can attenpt to consume nore than its fair share of
the receive buffers, causing a different Streamto be short of
receive buffers, and thus, possibly causing the other Streamto be
torn down. For exanple, if the Renote Peer sent enough one-byte

Unt agged Messages, they might be able to consunme all l|ocally shared,
recei ve queue resources with little effort on their part.
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One nethod the Local Peer could use is to recognize that a Renpte
Peer is attenpting to use nore than its fair share of resources and
ternminate the Stream (causing the allocated resources to be

rel eased). However, if the Local Peer is sufficiently slow, it may
be possible for the Renmote Peer to still nmount a denial of service
attack. One counterneasure that can protect against this attack is
inplementing a | owwater notification. The |owwater notification
alerts the ULP if the nunber of buffers in the receive queue is |ess
than a threshol d.

If all the following conditions are true, then the Local Peer or
| ocal ULP can size the amount of |ocal receive buffers posted on the
receive queue to ensure a DOS attack can be stopped.

* A lowwater notification is enabled, and

* The Local Peer is able to bound the ampbunt of tine that it takes
to replenish receive buffers, and

* The Local Peer mmintains statistics to determ ne which Renpte
Peer is consum ng buffers.

The above conditions enable the lowwater notification to arrive
before resources are depleted, and thus, the Local Peer or |ocal ULP
can take corrective action (e.g., term nate the Stream of the
attacki ng Renote Peer).

A different, but simlar, attack is if the Renote Peer sends a

signi ficant nunmber of out-of-order packets and the RNIC has the
ability to use the ULP buffer (i.e., the Untagged Buffer for DDP or
the buffer consunmed by a Send Type Message for RDVAP) as a reassenbly
buffer. In this case, the Renpote Peer can consune a significant
nunber of ULP buffers, but never send enough data to enable the ULP
buffer to be completed to the ULP

An effective counterneasure is to create a high-water notification
that alerts the ULP if there is nore than a specified nunber of
receive buffers "in process" (partially consumed, but not conpleted).
The notification is generated when nore than the specified nunber of
buffers are in process sinultaneously on a specific Stream (i.e.,
packets have started to arrive for the buffer, but the buffer has not
yet been delivered to the ULP)

A different counterneasure is for the RNIC Engine to provide the
capability to linmit the Renote Peer’'s ability to consune receive
buffers on a per Stream basis. Unfortunately, this requires a |arge
amount of state to be tracked in each RNIC on a per Stream basi s.
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Thus, if an RNIC Engine provides the ability to share receive buffers
across nmultiple Streans, the conbination of the RNIC Engi ne and the
Privileged Resource Manager MJST be able to detect if the Renpte Peer
is attenpting to consune nore than its fair share of resources so
that the Local Peer or local ULP can apply counterneasures to detect
and prevent the attack.

6.4.3.2. Renote or Local Peer Attacking a Shared CQ
For an overview of the shared CQ attack nodel, see Section 7.1

The Renpte Peer can attack a shared CQ by consuming nore than its
fair share of CQ entries by using one of the foll owi ng nmethods:

* The ULP protocol allows the Renpote Peer to cause the local ULP to
reserve a specified nunmber of CQ entries, possibly |eaving
insufficient entries for other Streans that are sharing the CQ

* If the Renpte Peer, Local Peer, or local ULP (or any conbination)
can attack the CQ by overwhelning the CQw th conpletions, then
conpl etion processing on other Streanms sharing that Conpletion
Queue can be affected (e.g., the Conpleti on Queue overfl ows and
stops functi oni ng).

The first method of attack can be avoided if the ULP does not allow a
Renpte Peer to reserve CQentries, or if there is a trusted

i ntermediary, such as a Privil eged Resource Manager. Unfortunately,
it is often unrealistic not to allow a Renbte Peer to reserve CQ
entries, particularly if the nunber of conpletion entries is
dependent on ot her ULP negotiated paranmeters, such as the amount of
buffering required by the ULP. Thus, an inplenentation MJST

i npl enent a Privileged Resource Manager to control the allocation of
CQentries. See Section 2.1, Conponents, for a definition of a
Privil eged Resource Manager.

One way that a Local or Renpte Peer can attenpt to overwhel ma CQ
with conmpletions is by sending mninmmlength RDVAP/ DDP Messages to
cause as many conpl etions (receive conpletions for the Renpte Peer
send conpl etions for the Local Peer) per second as possible. If it
is the Renote Peer attacking, and we assune that the Local Peer’s
recei ve queue(s) do not run out of receive buffers (if they do, then
this is a different attack, docunented in Section 6.4.3.1 Miltiple
Streans Sharing Receive Buffers), then it mght be possible for the
Renote Peer to consune nore than its fair share of Conpl etion Queue
entries. Depending upon the CQ inplenentation, this could either
cause the CQto overflow (if it is not |large enough to handle all the
conpl etions generated) or for another Streamnot to be able to
generate CQ entries (if the RNIC had fl ow control on generation of CQ
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entries into the CQ. In either case, the CQw Il stop functioning
correctly, and any Streans expecting conpletions on the CQw Il stop
functi oni ng.

This attack can occur regardl ess of whether all the Streans
associated with the CQare in the sane or different Protection
Donains - the key issue is that the nunber of Conpletion Queue
entries is less than the nunber of all outstandi ng operations that
can cause a conpl etion.

The Local Peer can protect itself fromthis type of attack using
either of the follow ng nethods:

* Size the CQto the appropriate |level, as specified below (note
that if the CQ currently exists and needs to be resized, resizing
the CQis not required to succeed in all cases, so the CQ resize
shoul d be done before sizing the Send Queue and Recei ve Queue on
the Strean), OR

* G ant fewer resources than the Renpte Peer requested (not
suppl yi ng the nunber of Receive Data Buffers requested).

The proper sizing of the CQis dependent on whether the |ocal ULP(s)
will post as nany resources to the various queues as the size of the
queue enables. If the local ULP(s) can be trusted to post a nunber
of resources that is snaller than the size of the specific resource’s
queue, then a correctly sized CQ neans that the CQis |arge enough to
hol d conpl etion status for all the outstanding Data Buffers (both
send and receive buffers), or:

CQ M N_SI ZE = SUM MaxPost edOnEachRQ
+ SUM MaxPost edOnEachSRQ
+ SUM MaxPost edOnEachSQ)

Wher e:

MaxPost edOnEachRQ = t he maxi num nunber of requests that
can cause a conpletion that will be posted on a
specific Receive Queue.

MaxPost edOnEachSRQ = t he maxi mum nunber of requests that
can cause a conpletion that will be posted on a
specific Shared Receive Queue.

MaxPost edOnEachSQ = t he maxi num nunber of requests that

can cause a conpletion that will be posted on a
specific Send Queue.
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If the local ULP nust be able to conpletely fill the queues, or
cannot be trusted to observe a limt smaller than the queues, then
the CQ nust be sized to accommpdate the maxi mum nunber of operations
that it is possible to post at any one tine. Thus, the equation

becones:
CQ M N_SIZE = SUM Si zeOF EachRQ
+ SUM Si zeOF EachSRQ)
+ SUM Si zeOf EachSQ
Wher e:

Si zeOf EachRQ = t he maxi num nunber of requests that
can cause a conpletion that can ever be posted
on a specific Receive Queue.

Si zeOXf EachSRQ = the maxi mum nunber of requests that
can cause a conpletion that can ever be posted
on a specific Shared Receive Queue.

Si zeOf EachSQ = t he maxi num nunber of requests that
can cause a conpletion that can ever be posted
on a specific Send Queue.

MaxPost ed* OnEach*Q and Si zeO' Each*Q vary on a per Stream or per
Shared Recei ve Queue basi s.

If the ULP is sharing a CQ across nmultiple Streans that do not share
Partial Mutual Trust, then the ULP MJST inplenent a mechanismto
ensure that the Conpl eti on Queue does not overflow. Note that it is
possible to share C even if the Renpte Peers accessing the CQs are
untrusted if either of the above two fornulas are inplenented. |If
the ULP can be trusted not to post nore than MaxPost edOnEachRQ
MaxPost edOnEachSRQ, and MaxPost edOnEachSQ then the first fornul a
applies. If the ULP cannot be trusted to obey the limt, then the
second fornmul a applies.

6.4.3.3. Attacking the RDMA Read Request Queue

The RDVA Read Request Queue can be attacked if the Renote Peer sends
nmore RDMA Read Requests than the depth of the RDMA Read Request Queue
at the Local Peer. |If the RDMA Read Request Queue is a shared
resource, this could corrupt the queue. |If the queue is not shared,
then the worst case is that the current Streamis no | onger
functional (e.g., torn down). One approach to solving the shared
RDVA Read Request Queue would be to create thresholds, simlar to

t hose described in Section 6.4.3.1, Miultiple Streans Sharing Receive
Buffers. A sinpler approach is to not share RDMA Read Request Queue
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resources anong Streans or to enforce hard limts of consunption per
Stream Thus, RDMA Read Request Queue resource consunption MJST be
controlled by the Privil eged Resource Manager such that RDVAP/ DDP
Streans that do not share Partial Mitual Trust do not share RDVA Read
Request Queue resources.

If the issue is a bug in the Renpte Peer’s inplenmentation, but not a
mal i ci ous attack, the issue can be solved by requiring the Renote
Peer’s RNIC to throttle RDVA Read Requests. By properly configuring
the Stream at the Renote Peer through a trusted agent, the RNIC can
be made not to transmit RDVA Read Requests that exceed the depth of
the RDVA Read Request Queue at the Local Peer. |If the Streamis
correctly configured, and if the Renpote Peer subnits nore requests
than the Local Peer’s RDMA Read Request Queue can handl e, the
requests woul d be queued at the Renpte Peer’s RNIC until previous
requests conplete. |If the Renote Peer’'s Streamis not configured
correctly, the RDMAP Streamis term nated when nore RDVA Read
Requests arrive at the Local Peer than the Local Peer can handl e
(assuming that the prior paragraph’s recommendation is inplenmented).
Thus, an RNIC i npl enmentati on SHOULD provi de a nmechanismto cap the
nunber of outstandi ng RDMA Read Requests. The configuration of this
limt is outside the scope of this docunent.

6.4.4. Exercise of Non-Optinmal Code Paths

Anot her formof a DOS attack is to attenpt to exercise data paths
that can consume a di sproportionate anount of resources. An exanple
m ght be if error cases are handled on a "slow path" (consum ng

ei ther host or RNI C conputational resources), and an attacker
gener at es excessive nunbers of errors in an attenpt to consune these
resources. Note that for nost RDVMAP or DDP errors, the attacking
Streamw ||l sinply be torn dowmn. Thus, for this formof attack to be
effective, the Renote Peer needs to exercise data paths that do not
cause the Streamto be torn down.

If an RNIC inpl enmentation contains "slow paths" that do not result in
the tear down of the Stream it is reconmended that an inplenentation
provide the ability to detect the above condition and allow an

adm nistrator to act, including potentially adm nistratively tearing
down the RDVAP Stream associated with the Streamthat is exercising
data paths, which consunme a disproportionate anount of resources.

6.4.5. Renpte Invalidate an STag Shared on Multiple Streans
If a Local Peer has enabled an STag for renote access, the Renpte
Peer could attenpt to renotely invalidate the STag by using the RDVAP

Send with Invalidate or Send with SE and I nvalidate Message. |If the
STag is only valid on the current Stream then the only side effect
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is that the Renote Peer can no |onger use the STag; thus, there are
no security issues.

If the STag is valid across nultiple Streanms, then the Renote Peer
can prevent other Streams from using that STag by using the Renote
I nval i date functionality.

Thus, if RDDP Streams do not share Partial Mitual Trust (i.e., the
Renote Peer may attenpt to renotely invalidate the STag prematurely),
the ULP MJUST NOT enabl e an STag that would be valid across nultiple
Streans.

6.4.6. Renpte Peer Attacking an Unshared CQ

The Renpte Peer can attack an unshared CQif the Local Peer does not
size the CQ correctly. For exanple, if the Local Peer enables the CQ
to handl e conpl etions of received buffers, and the receive buffer
queue is longer than the Conpletion Queue, then an overfl ow can
potentially occur. The effect on the attacker’s Streamis
catastrophic. However, if an RNIC does not have the proper
protections in place, then an attack to overflow the CQ can al so
cause corruption and/or ternination of an unrelated Stream Thus, an
RNI C MJUST ensure that if a CQ overflows, any Streans that do not use
the CQ MUST renmi n unaffected.

6.5. Elevation of Privilege

The RDVAP/ DDP Security Architecture explicitly differentiates between
three levels of privilege: Non-Privileged, Privileged, and the
Privileged Resource Manager. |If a Non-Privileged ULP is able to
elevate its privilege level to a Privileged ULP, then mapping a

physi cal address list to an STag can provide |ocal and renote access
to any physical address location on the node. |If a Privileged Mde
ULP is able to pronote itself to be a Resource Manager, then it is
possible for it to performdenial of service type attacks where
substantial anpbunts of |ocal resources could be consuned.

In general, elevation of privilege is a local inplenmentation specific
i ssue and is thus outside the scope of this docunent.

7. Attacks from Local Peers
This section describes |local attacks that are possible against the

RDVA system defined in Figure 1 - RDVA Security Mddel and the RNIC
Engi ne resources defined in Section 2.2.
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7.1. Local ULP Attacking a Shared CQ

DCS attacks against a Shared Conpletion Queue (CQ - see Section
2.2.6, Conpletion Queues) can be caused by either the local ULP or
the Renote Peer if either attenpts to cause nore conpletions than its
fair share of the nunber of entries; thus, potentially starving

anot her unrelated ULP such that no Conpl eti on Queue entries are
avai |l abl e.

A Conmpl etion Queue entry can potentially be maliciously consuned by a
conpl etion fromthe Send Queue or a conpletion fromthe Receive
Queue. In the fornmer, the attacker is the local ULP. 1In the latter
the attacker is the Renpte Peer.

A formof attack can occur where the |ocal ULPs can consume resources
on the CQ A local ULP that is slowto free resources on the CQ by
not reaping the conpletion status quickly enough could stall al

other local ULPs attenpting to use that CQ

For these reasons, an RNIC MUST NOT enabl e sharing a CQ across ULPs
that do not share Partial Mitual Trust.

7.2. Local Peer Attacking the RDVMA Read Request Queue

I f RDMA Read Request Queue resources are pooled across nultiple
Streans, one attack is if the local ULP attenpts to unfairly allocate
RDVA Read Request Queue resources for its Streans. For exanple, a
local ULP attenpts to allocate all available resources on a specific
RDVA Read Request Queue for its Streamnms, thereby denying the resource
to ULPs sharing the RDMA Read Request Queue. The sanme type of
argunent applies even if the RDMA Read Request is not shared, but a

|l ocal ULP attenpts to allocate all the RNIC s resources when the
gueue i s created.

Thus, access to interfaces that allocate RDMA Read Request Queue
entries MUST be restricted to a trusted Local Peer, such as a
Privileged Resource Manager. The Privil eged Resource Manager SHOULD
prevent a local ULP fromallocating nore than its fair share of
resour ces.

7.3. Local ULP Attacking the PTT and STag Mappi ng

If a Non-Privileged ULP is able to directly mani pul ate the RNI C Page
Transl ation Tables (which translate froman STag to a host address),
it is possible that the Non-Privileged ULP could point the Page
Transl ation Table at an unrelated Streanis or ULP' s buffers and,

t hereby, be able to gain access to information of the unrel ated

St ream ULP
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10.

10.

As discussed in Section 2, Architectural Mdel, introduction of a
Privil eged Resource Manager to arbitrate the nmapping requests is an
ef fective countermeasure. This enables the Privil eged Resource
Manager to ensure that a local ULP can only initialize the Page
Transl ation Table (PTT) to point to its own buffers.

Thus, if Non-Privileged ULPs are supported, the Privil eged Resource
Manager MJST verify that the Non-Privileged ULP has the right to
access a specific Data Buffer before allow ng an STag for which the
ULP has access rights to be associated with a specific Data Buffer.
This can be done when the Page Translation Table is initialized to
access the Data Buffer or when the STag is initialized to point to a
group of Page Translation Table entries, or both.

Security considerations

Pl ease see Sections 5, Attacks That Can be Mtigated with End-to-End
Security; Section 6, Attacks from Renpote Peers; and Section 7,
Attacks from Local Peers, for a detailed analysis of attacks and
normative countermeasures to nitigate the attacks.

Addi tional ly, the appendices provide a sunmary of the security

requi rements for specific audiences. Appendix A, ULP |Issues for RDDP
Client/Server Protocols, provides a sunmary of inplenmentation issues
and requirenments for applications that inplenment a traditional
client/server style of interaction. It provides additional insight
and applicability of the normative text in Sections 5, 6, and 7.
Appendi x B, Summary of RNIC and ULP | npl enentati on Requirenents,

provi des a conveni ent sumary of normative requirenents for

i mpl enenters.

I ANA Consi der ati ons
| ANA consi derations are not addressed by this docunent. Any | ANA
consi derations resulting fromthe use of DDP or RDVA nust be
addressed in the rel evant standards.
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Appendi x A ULP Issues for RDDP Cient/Server Protocols

This section is a normative appendi x to the docunent that is focused
on client/server ULP inplenentation requirenments to ensure a secure
server inplenentation.

The prior sections outlined specific attacks and their
counterneasures. This section summarizes the attacks and

count erneasures that have been defined in the prior section, which
are applicable to creation of a secure ULP (e.g., application)
server. A ULP server is defined as a ULP that nust be able to
conmuni cate with many clients that do not necessarily have a trust
relationship with each other, and to ensure that each client cannot
attack another client through server interactions. Further, the
server may wish to use multiple Streans to comunicate with a
specific client, and those Streans may share nutual trust. Note that
this section assunes a conpliant RNIC and Privil eged Resource Manager
i npl ementation - thus, it focuses specifically on ULP server (e.g.,
application) inplenentation issues.

Al of the prior section's details on attacks and counter measures
apply to the server; thus, requirenents that are repeated in this
section use non-normative "nmust", "should", and "may". In sone
cases, normative SHOULD statenments for the ULP fromthe main body of
this docunment are made MJST statenents for the ULP server because the
operating conditions can be refined to nake the notives for a SHOULD
i napplicable. If a prior SHOULD is changed to a MUST in this
section, it is explicitly noted and it uses uppercase normative

st at ement s.

The following |list sunmarizes the relevant attacks that clients can
nmount on the shared server by re-stating the previous normative
statenents to be client/server specific. Note that each
client/server ULP nay enpl oy explicit RDMA Operations (RDVA Read,
RDVA Wite) in differing fashions. Therefore, where appropriate,
"Local ULP", "Local Peer", and "Renote Peer" are used in place of
"server" or "client", in order to retain full generality of each
requiremnent.

* Spoofi ng

* Sections 5.1.1 to 5.1.3. For protection agai nst many forns of
spoofing attacks, enable |Psec.

* Section 6.1.1, Using an STag on a Different Stream To ensure
that one client cannot access another client’s data via use of
the other client’s STag, the server ULP nust either scope an
STag to a single Streamor use a uni que Protection Domain per
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client. |If a single client has nultiple Streanms that share
Partial Miutual Trust, then the STag can be shared between the
associ ated Streans by using a single Protection Donain anong
the associated Streans (see Section 5.4.4, ULPs That Provide
Security, for additional issues). To prevent unintended
sharing of STags within the associated Streans, a server ULP
shoul d use STags in such a fashion that it is difficult to
predict the next allocated STag nunber.

* Tanperi ng

6.2.2 Modifying a Buffer after Indication. Before the |ocal
ULP operates on a buffer that was witten by the Renote Peer
using an RDVA Wite or RDVA Read, the local ULP MJUST ensure the
buffer can no | onger be nodified by invalidating the STag for
renote access (note that this is stronger than the SHOULD in
Section 6.2.2). This can be done either by explicitly revoking
renote access rights for the STag when the Renote Peer

i ndi cates the operation has conpl eted, or by checking to nake
sure the Renmpte Peer Invalidated the STag through t he RDVAP

I nval i date capability. |If the Renote Peer did not invalidate
the STag, the I ocal ULP then explicitly revokes the STag renpote
access rights.

* | nformati on Di scl osure

6.3.2, Using RDVMA Read to Access Stale Data. 1In a genera

pur pose server environnment, there is no conpelling rationale
not to require a buffer to be initialized before renote read is
enabl ed (and an enornous downsi de of unintentionally sharing
data). Thus, a local ULP MJST (this is stronger than the SHOULD
in Section 6.3.2) ensure that no stale data is contained in a
buffer before renpte read access rights are granted to a Renote
Peer (this can be done by zeroing the contents of the nenory,
for exanple).

6. 3.3, Accessing a Buffer after the Transfer. This mitigation
is already covered by Section 6.2.2 (above).

6. 3.4, Accessing Unintended Data with a Valid STag. The ULP
nmust set the base and bounds of the buffer when the STag is
initialized to expose only the data to be retrieved.

6.3.5, RDVA Read into an RDVA Wite Buffer. |[If a peer only
intends a buffer to be exposed for renbte wite access, it nust
set the access rights to the buffer to only enable renote wite
access.
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* 6.3.6, Using Miultiple STags That Alias to the Sane Buffer. The
requirenment in Section 6.1.1 (above) mitigates this attack. A
server buffer is exposed to only one client at a tine to ensure
that no information disclosure or infornation tanpering occurs
bet ween peers.

* 5.3, Network-Based Eavesdropping. Confidentiality services
shoul d be enabled by the ULP if this threat is a concern.

* Deni al of Service

* 6.4.3.1, Miultiple Streans Sharing Receive Buffers. ULP nenory
footprint size can be inportant for sone server ULPs. |If a
server ULP is expecting significant network traffic from
multiple clients, using a receive buffer queue per Stream where
there is a |large nunber of Streanms can consune substanti al
anounts of menory. Thus, a receive queue that can be shared by
multiple Streans is attractive.

However, because of the attacks outlined in this section,
sharing a single receive queue between nultiple clients nust
only be done if a mechanismis in place to ensure that one
client cannot consune receive buffers in excess of its limts,
as defined by each ULP. For mnmultiple Streams within a single
client ULP (which presumably shared Partial Miutual Trust), this
added overhead may be avoi ded.

* 7.1 Local ULP Attacking a Shared CQ The normative RNIC
mtigations require that the RNIC not enable sharing of a CQif
the local ULPs do not share Partial Mitual Trust. Thus, while
the ULP is not allowed to enable this feature in an unsafe
node, if the two |ocal ULPs share Partial Mitual Trust, they
nmust behave in the follow ng manner:

1) The sizing of the conpletion queue is based on the size of
the recei ve queue and send queues, as documented in 6.4. 3.2,
Renote or Local Peer Attacking a Shared CQ

2) The local ULP ensures that CQ entries are reaped frequently
enough to adhere to Section 6.4.3.2"s rul es.

* 6.4.3.2, Renote or Local Peer Attacking a Shared CQ There are
two mitigations specified in this section - one requires a
wor st -case size of the CQ and can be inplenented entirely
within the Privileged Resource Manager. The second approach
requi res cooperation with the |Iocal ULP server (not to post too
many buffers), and enables a smaller CQto be used.
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In sone server environnents, partial trust of the server ULP
(but not the clients) is acceptable; thus, the smaller CQ fully

mtigates the renpte attacker. |n other environnents, the
| ocal server ULP could also contain untrusted el enents that can
attack the local machine (or have bugs). In those

environnents, the worst-case size of the CQ nust be used.

6.4.3.3, Attacking the RDMA Read Request Queue. The section
requires a server’'s Privil eged Resource Manager not to all ow
shari ng of RDVA Read Request Queues across nultiple Streans
that do not share Partial Miutual Trust for a ULP that perforns
RDVA Read operations to server buffers. However, because the
server ULP knows which of its Streans best share Partial Mitua
Trust, this requirenment can be reflected back to the ULP. The
ULP (i.e., server) requirenent, in this case, is that it MJST
NOT al | ow RDVA Read Request Queues to be shared between ULPs
that do not have Partial Mutual Trust.

6.4.5, Renote Invalidate an STag Shared on Miltiple Streans.
This nitigation is already covered by Section 6.2.2 (above).

Appendi x B: Summary of RNIC and ULP | npl enentati on Requirenents

Thi s appendi x is informative.

Below is a sunmary of inplenmentation requirenments for the RNI C

*

3

5.

Trust and Resource Sharing

4.5 Requirements for |Psec Encapsul ati on of DDP

.1.1 Using an STag on a Different Stream
.2.1 Buffer Overrun - RDMA Wite or Read Response
.2.2 Modifying a Buffer after Indication

.4.1 RNI C Resource Consunption

.1 Multiple Streans Sharing Receive Buffers

.2 Renote or Local Peer Attacking a Shared CQ

B
w W W

.3 Attacking the RDMA Read Request Queue

.4.6 Renpte Peer Attacking an Unshared CQ

.5 Elevation of Privilege 39
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* 7.1 Local ULP Attacking a Shared CQ
* 7.3 Local ULP Attacking the PTT and STag Mappi ng

Bel ow i s a sunmary of inplenentation requirenents for the ULP above
the RNIC

* 5.3 Information Disclosure - Network-Based Eavesdr oppi ng
* 6.1.1 Using an STag on a Different Stream

* 6.2.2 Modifying a Buffer after Indication

* 6.3.2 Using RDVA Read to Access Stale Data

* 6. 3.3 Accessing a Buffer after the Transfer

* 6. 3.4 Accessing Unintended Data with a Valid STag

* 6.3.5 RDVA Read into an RDVA Wite Buffer

* 6.3.6 Using Miultiple STags That Alias to the Sanme Buffer

* 6.4.5 Renote Invalidate an STag Shared on Multiple Streans

Appendi x C. Partial Trust Taxonony
Thi s appendi x is informative.

Partial Trust is defined as when one party is willing to assune that
another party will refrain froma specific attack or set of attacks,
the parties are said to be in a state of Partial Trust. Note that
the partially trusted peer may attenpt a different set of attacks.
This may be appropriate for many ULPs where any adverse effects of
the betrayal is easily confined and does not place other clients or
ULPs at ri sk.

The Trust Mddels described in this section have three primary

di stingui shing characteristics. The Trust Mdel refers to a | ocal
ULP and Renote Peer, which are intended to be the | ocal and renote
ULP i nstances communi cating via RDVA/ DDP
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Local Resource Sharing (yes/no) - Wen |ocal resources are
shared, they are shared across a groupi ng of RDVAP/ DDP Streans.

If I ocal resources are not shared, the resources are dedicated on
a per Stream basis. Resources are defined in Section 2.2,
Resources. The advantage of not sharing resources between
Streans is that it reduces the types of attacks that are
possi bl e. The di sadvantage is that ULPs mi ght run out of
resources.

Local Partial Trust (yes/no) - Local Partial Trust is determ ned
based on whether the |ocal grouping of RDVAP/ DDP Streans (which
typically equates to one ULP or group of ULPs) nutually trust
each other not to performa specific set of attacks.

Renote Partial Trust (yes/no) - The Renote Partial Trust level is
det erm ned based on whether the |ocal ULP of a specific RDVAP/ DDP
Stream partially trusts the Renpte Peer of the Stream (see the
definition of Partial Trust in Section 1, Introduction).

Not all the conmbinations of the trust characteristics are expected to
be used by ULPs. This docunent specifically analyzes five ULP Trust
Model s that are expected to be in conmon use. The Trust Mdels are
as foll ows:

*

NS- NT - Non- Shared Local Resources, no Local Trust, no Renpote
Trust; typically, a server ULP that wants to run in the safest
node possible. Al attack mitigations are in place to ensure
r obust operati on.

NS- RT - Non- Shared Local Resources, no Local Trust, Renote
Partial Trust; typically, a peer-to-peer ULP that has, by sone
met hod outside of the scope of this docunent, authenticated the
Renote Peer. Note that unless some form of key based

aut hentication is used on a per RDMN DDP Stream basis, it may not
be possible for man-in-the-m ddl e attacks to occur.

S-NT - Shared Local Resources, no Local Trust, no Renote Trust;
typically, a server ULP that runs in an untrusted environment
where the anpbunt of resources required is either too large or too
dynamic to dedicate for each RDVAP/ DDP Stream

S-LT - Shared Local Resources, Local Partial Trust, no Renote
Trust; typically, a ULP that provides a session |ayer and uses
multiple Streans, to provides additional throughput or fail-over
capabilities. Al the Streans within the local ULP partially
trust each other, but do not trust the Renpte Peer. This Trust
Model may be appropriate for enbedded environnents.
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* S-T - Shared Local Resources, Local Partial Trust, Renpte Partia
Trust; typically, a distributed application, such as a
di stributed dat abase application or Hi gh Performance Conputer
(HPC) application, which is intended to run on a cluster. Due to
extrenme resource and performance requirenments, the application
typically authenticates with all of its peers and then runs in a

highly trusted environnment. The application peers are all in a
single application fault domain and depend on one another to be
wel | - behaved when accessing data structures. |If a trusted Renote

Peer has an inplenentation defect that results in poor behavior,
the entire application could be corrupted.

Model s NS-NT and S-NT, above, are typical for Internet networking -
neither the I ocal ULP nor the Renote Peer is trusted. Sonetines,
optim zations can be done that enable sharing of Page Transl ation
Tabl es across nmultiple local ULPs; thus, Mdel S-LT can be

advant ageous. Model ST is typically used when resource scaling
across a large parallel ULP makes it infeasible to use any other
nodel . Resource scaling issues can either be due to perfornmance
around scaling or because there sinply are not enough resources.
Model NS-RT is probably the least |ikely nodel to be used, but is
presented for conpleteness.
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